
UNIVERSITÀ DEGLI STUDI ROMA TRE

FACOLTÀ DI SCIENZE MM. FF. NN.

Graduation Thesis in Mathematics

by

Gabriele Nocco

Zariski Decomposition of

Pseudo-Effective Divisors

Supervisor

Prof. Angelo Felice Lopez

The Candidate The Supervisor

ACADEMIC YEAR 2008 - 2009

9 JULY 2009

AMS Subject Class: 14C20, 14J99

Key Words: Divisors, pseudo-effective, Zariski decomposition



2

A chi ha sempre

vegliato su di me



3

Introduction

The main concept in the algebraic geometry is the concept of algebraic

variety. We can consider an algebraic variety as the set of such points where

a family of polynomials vanishes (if we are in a projective space this family

must be homogeneous).

One of the most interesting problems in the algebraic geometry is to

study algebraic or geometric invariants of algebraic varieties. A usefull geo-

metric tool is the group of divisors on a variety X.

For our introduction we need to define some concepts:

For simplicity suppose that X is a non-singular algebraic variety.

A divisor is an element of the free abelian group generated by the sub-

varieties of codimension one, then we can think a divisor as a formal finite

sum D =
∑
aiCi, where Ci is a subvariety of codimension one and the co-

efficients ai are in Z, Q or R (then we have the group of divisors, Q-divisors

or R-divisors).

We define an effective divisor, E, if the coefficient ai is not negative for

all i.

At this point it is natural to define an intersection theory. The intersec-

tion number is a multilinear form associated at divisors that can be defined

in various ways (see [3, Appendix A], or [9, chapter IV]). For example if we

are on a surface, C and D are two distinct subvarieties of dimension one,

we can think C ·D as the number of the point of the intersection between

C and D.

We say that two divisors D′ and D′′ are numerically equivalents if

D′ ·C = D′′ ·C for every irreducible curve C. Obviously this is an equivalence

relation, then we can take the quotient of the group of divisors by this

relation. The resulting space is called the Neron-Severi space of X. It is
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a vector space of finite dimension and we can take it with the Euclidean

topology.

This is a very important intrinsic invariant of X.

By the intersection theory we have a simple way to describe some central

definitions for this thesis.

An ample divisor is a divisor A such that AdimV · V > 0 for every

subvariety V of positive dimension (Nakai-Moishezon Criterion).

A nef divisor is a divisor D such that DdimV ·V > 0 for every subvariety

V of positive dimension (Kleiman’s Theorem).

A pseudo-effective class of the Neron-Severi space is a limit class of ef-

fective divisors.

The linear series of a divisor D, we write |D|, is the set of all effective

divisors linearly equivalents to D.

In the first chapter we recall the definition and the basic properties of

this notions.

The following problem is fundamental in algebraic geometry:

To study the linear system |nD| for n > 1.

One of the basic costruction in this direction is the Riemann-Roch theo-

rem. It links geometric, as the number of intersection between divisors, and

algebraic invariants, as the Euler characteristic, in an unique equation. In

this sense it is fundamental.

The Riemann-Roch theorem gives us an important way to study the

linear series of a multiple of a divisor, |mD|.
To this problem, there is a rather well developed theory in the case of

dimX = 1.

In the case of dimX = 2, in early 60-th, O. Zariski reduced this problem

to the case that D is nef.

In his article [1], Zariski solved the Riemann-Roch problem for high

multiples of an effective divisor on a smooth projective surface.

Zariski needed a decomposition of an effective divisor D into a nef Q-

divisor P , and an effective Q-divisor N such that h0(nP ) = h0(nD) when-

ever n is a positive integer for which nP is an integral divisor. Such a
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decomposition is called a Zariski decomposition. P and N are called the

positive and the negative part of D.

More specifically, Zariski proved the following result for K = Q:

Theorem 0.0.1 (Zariski, Theorem 2.1.3). Let D be an effective K-divisor

on a smooth projective surface X. Then there are uniquely determined ef-

fective (possibly zero) K-divisors P and N with D = P +N such that

1. P is nef,

2. N is zero or has negative definite intersection matrix,

3. P · C = 0 for every irreducible component C of N .

A simple proof of the existence and the uniqueness of the Zariski decom-

position for effective Q-divisors, is due to Bauer [4] (our section 2.1).

While Zariski built his decomposition working with the negative part, in

his article Bauer gives a way to build the positive part of the decomposition

using the important property that PD is the maximal nef subdivisor of D.

The theorem is the same as Zariski’s, but the proof does not require hard

work.

Fujita [5] extends the existence and the uniqueness of the decomposi-

tion to pseudo-effective Q-divisors (our section 2.2) using hardly the finite

dimension of the Neron-Severi space. He proved this result if K = Q:

Theorem 0.0.2 (Zariski-Fujita, Theorem 2.2.8). Let D be a pseudo-

effective K-divisor on a smooth projective surface X. Then there are uniquely

determined K-divisors P and N such that D = P +N , N is effective (pos-

sibly zero) and:

1. P is nef,

2. N is zero or has negative definite intersection matrix,

3. P · C = 0 for every irreducible component C of N .

In this case the proof is based on the construction of the negative part,

removing effective divisors as long as it remains a nef divisor.
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A simple original result obtained in this thesis is the extention of the

costruction of Bauer to an effective R-divisor and of the Fujita’s costruction

to a pseudo-effective R-divisor, that is we extend theorems 0.0.1 and 0.0.2

in the case K = R.

Examples show that Zariski decomposition cannot be generalized in

higher dimensions without significant modifications.

A lot of higher-dimensional generalizations have been based on two

properties of the Zariski decomposition: PD is nef and H0(X, bkPDc) =

H0(X, bkDc) for all k, sometimes passing through a birational map.

Another possible costruction is the σ-decomposition, due to Nakayama

[8]. This costruction is linked to the function σΓ defined as follow:

Definition 0.0.3 (Definition 3.1.2). For a prime divisor Γ and for a big

R-divisor B, we define:

σΓ(B) := inf{multΓE | E ∈ |B|num}

where |B|num is the set of effective R-divisors E satisfying E ≡num B.

For pseudo-effective R-divisors we can extend this function in a simple

way:

Definition 0.0.4 (Definition 3.1.11). For a pseudo-effective R-divisor D

and a prime divisor Γ, we define

σΓ(D) := lim
ε→0

σΓ(D + εA)

for all A ample divisor.

Now we define the σ-decomposition in this way:

Definition 0.0.5 (Definition 3.2.1). Let D be a pseudo-effective R-divisor

of a non–singular projective variety X. We define

Nσ(D) :=
∑

σΓ(D)Γ,

and Pσ(D) := D −Nσ(D).

The decomposition D = Pσ(D) + Nσ(D) is called the σ-decomposition

of D. Here, Pσ(D) and Nσ(D) are called the positive and the negative parts

of the σ-decomposition of D, respectively.
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We note that Nσ(D) is well defined by the following fact:

Corollary 0.0.6 (Corollary 3.1.18). For any pseudo-effective R-divisor D,

the number of prime divisors Γ satisfying σΓ(D) > 0 is less than the Picard

number ρ(X).

We have that

Definition 0.0.7 (Definition 3.2.6). The σ-decomposition D = Pσ(D) +

Nσ(D) for a pseudo-effective R-divisor is called a Zariski decomposition if

Pσ(D) is nef.

In general the positive part of a σ-decomposition is not a nef divisor, it

is a class in the movable cone, but on a surface we have:

Remark 0.0.8 (Remark 3.2.7). If X is a surface, then the movable cone

Mv(X) coincides with the nef cone Nef(X). Therefore the σ-decomposition

of a pseudo-effective R-divisor D is nothing but the usual Zariski decompo-

sition.

Then we prove the continuity of this function:

Proposition 0.0.9 (Proposition 3.2.11). The function σΓ : Eff(X)→ R>0

for a prime divisor Γ on a non-singular projective surface X is continuous.
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pazienza dimostratemi, so che è stato molto difficile in questi anni sopportare

me, le mie lunghe assenze e la mia testa sempre rivolta alla Matematica.

Per chiudere in bellezza, un ringraziamento particolare va a Fabiana

Marchetti, per questo ultimo anno in cui ci siamo dati forza a vicenda.

Un grazie veramente a tutti.



10

Notation and Conventions

Some notation and conventions:

• A scheme is an algebraic scheme of finite type over C. A variety is

a reduced and irreducible scheme. We deal exclusively with closed

points of schemes.

• Given a real-valued function f : N → R defined on the natural num-

bers, we say that f(m) = O(mk) if

lim sup
n→∞

|f(m)|
mk

<∞

• A divisor is a Cartier divisor. If D is a R-divisor, we denote by bDc
the integer part of D and by 〈D〉 = D− bDc the fractional part of D.
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Chapter 1

Ample and Nef Line Bundles

1.1 Divisors, Line Bundles and Classical Theory

We start with a quick review of the definitions and the facts concerning

Cartier divisors.

Consider then a complex variety X, and denote by KX = C(X) the

(costant) sheaf of rational functions on X. It contains the structure sheaf

OX as a subsheaf, and hence there is an inclusion O∗X ⊆ K∗X of sheaves of

multiplicative abelian groups.

Definition 1.1.1 (Cartier divisors). A Cartier divisor on X is a global

section of the quotient sheaf K∗X/O∗X . We denote by Div(X) the group of all

such, hence that

Div(X) = Γ(X,K∗X/O∗X).

Concretely, then the divisor D ∈ Div(X) is represented by data {(Ui, fi)}
consisting of an open covering {Ui} of X together with elements fi ∈
Γ(X,K∗X/O∗X). fi is called a local equation for D at any point x ∈ Ui.

The group operation on Div(X) is always written additively: if D, D′ ∈
Div(X) are represented respectively by data {(Ui, fi)} and {(Ui, f ′i)}, then

D +D′ is given by {(Ui, fif ′i)}

Definition 1.1.2 (Cycles and Weil divisors). Let X be a variety or

scheme of pure dimension n. A k-cycle on X is a Z-linear combination of

subvarieties of dimension k. The group of all such is written Zk(X). A

13



14 CHAPTER 1. AMPLE AND NEF LINE BUNDLES

Weil divisor on X is an (n− 1)-cycle, that is a formal sum of codimension

one subvarieties with integer coefficients. We often use WDiv(X) in place

of Zn−1(X) to denote the group of Weil divisors.

Remark 1.1.3. There is a cycle map

Div(X)→WDiv(X), D 7−→ [D] =
∑

ordV (D)[V ]

where ordV (D) is the order of D along a codimension one subvariety. In

general this homomorphism is neither injective nor suriective, although it

is one-to-one when X is a normal variety and an isomorphism when X is

non-singular.

A global section f ∈ Γ(X,K∗X) determines in the evident manner a

divisor

D = div(f) ∈ Div(X).

As usual, a divisor of this form is called principal and the subgroup of all

such is Princ(X) ⊆ Div(X). Two divisors D1, D2 are linearly equivalent,

written D1 ≡lin D2, if D1 −D2 is principal.

Let D be a divisor on X. Given a morphism f : Y → X, one would like

to define a divisor f∗D on Y by pulling back the local equations for D. The

following condition is sufficient to guarantee that this is meaningful:

Let V ⊆ Y be any associated subvariety of Y , that is the subvariety

defined by an associated prime of OY in the sense of primary decomposition.

Then f(V ) should not be contained in the support of D.

If Y is reduced the requirement is just that no component of Y map into

the support of D.

A Cartier divisor D ∈ Div(X) determines a line bundle OX(D) on X,

leading to a canonical homomorphism:

Div(X)→ Pic(X), D 7−→ OX(D)

of abelian groups, where Pic(X) denotes as usual the Picard group of iso-

morphism classes of line bundles on X.

Definition 1.1.4. A divisor D represented by data {(Ui, fi)} is effective if

fi ∈ Γ(Ui,OUi), for all i.
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Definition 1.1.5 (Canonical bundle and divisor). Let X be a non-

singular complete variety of dimension n. We denote by ωX = Ωn
X the

canonical line bundle on X, and by KX any canonical divisor on X. Thus

OX(KX) = ωX .

Definition 1.1.6 (Intersection numbers). Let X be a complete complex

variety. Given Cartier divisors D1, . . . , Dk ∈ Div(X) together with a sub-

variety V ⊂ X of dimension k, the intersection number

(D1 · . . . ·Dk · V ) ∈ Z

can be defined in various ways (see [2, Appendix A], or [9, chapter IV]).

Definition 1.1.7 (Numerical equivalence). Two Cartier divisors D1, D2 ∈
Div(X) are numerically equivalent, written D1 ≡num D2, if (D1 · C) =

(D2·C) for every irreducible curve C ⊂ X, or equivalently if (D1·γ) = (D2·γ)

for all one-cycles γ on X. Numerical equivalence of line bundles is defined

in the analogous manner. A divisor or line bundle is numerically trivial if

it is numerically equivalent to zero, and Num(X) ⊆ Div(X) is the subgroup

consisting of all numerically trivial divisors.

Definition 1.1.8 (Neron-Severi group). The Neron-Severi group of X

is the group

N 1(X) = Div(X)/Num(X)

of numerical equivalence classes of divisors on X. The first basic fact is that

this group is finitely generated:

Proposition 1.1.9 (Theorem of the base). The Neron-Severi group

N 1(X) is a free abelian group of finite rank.

See [3, 1.1.16.].

Definition 1.1.10 (Picard number). The rank of N 1(X) is called the

Picard number of X, written ρ(X).

Theorem 1.1.11 (Riemann-Roch for surfaces). If D is any divisor on

the smooth surface X, then

h0(X,mD)− h1(X,mD) + h2(X,mD) =
1
2
mD · (mD −KX) + 1− pa.
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Theorem 1.1.12 (Asymptotic Riemann-Roch I). Let X be a projec-

tive variety of dimension n, and let D be a divisor on X. Then the Euler

characteristic χ(X,OX(mD)) is a polynomial of degree 6 n in m, with

χ(X,OX(mD)) =
Dn

n!
mn +O(mn−1).

Definition 1.1.13 (Base locus and base ideal). The base ideal of |V |,
written

b(|V |) = b(X, |V |) ⊆ OX

is the image of the map V ⊗CL
∗ → OX determined by evalV (see [3, 1.1.B]).

The base locus

Bs(|V |) ⊆ X

of |V | is the closed subset of X cut out by the base ideal b(|V |). When we

wish to emphasize the scheme structure on Bs(|V |) determined by b(|V |) we

will refer to Bs(|V |) as the base scheme of |V |.

Very concretely, then, Bs(|V |) is the set of points at which all the sections

in V vanish, and b(|V |) is the ideal sheaf spanned by these sections.

Definition 1.1.14. We say that |V | is free, or basepoint-free, if its base-

locus is empty. A divisor D or line bundle L is free if the corresponding

complete linear series is free. In the case of line bundles, we say that L is

generated by its global sections or globally generated.

Definition 1.1.15. Let D ∈ Div(X), we can consider D as a Weil divisor

on X, then we define Supp(D) in this way:

Supp(D) :=
⋃
i

Yi

where the union is over all subvarieties of codimension one Yi, such that

ordYi(D) > 0.

Definition 1.1.16 (Ample and very ample line bundles and divisors

on complete scheme). Let X be a complete scheme, and L a line bundle

on X.
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1. L is very ample if there exists a closed embedding X ⊆ P of X into

some projective space P = PN such that

L = OX(1) := OPN (1)|X .

2. L is ample if L⊗m is very ample for some m > 0.

A Cartier divisor D on X is ample or very ample if the corresponding line

bundles OX(D) is ample or very ample.

1.2 Q-Divisors and R-Divisors

For questions of positivity, it is very useful to be able to discuss small per-

turbations of a given divisor class. The natural way to do that is through

the formalism of Q- and R-divisors, which we develop in this section. As an

application, we establish that amplitude is an open condition on numerical

equivalence classes.

As one would expect, a Q-divisor is simply a Q-linear combination of

integral Cartier divisors:

Definition 1.2.1 (Q-divisors). Let X be an algebraic variety or scheme.

A Q-divisor on X is an element of the Q-vector space

DivQ(X) := Div(X)⊗Z Q

We represent a Q-divisor D ∈ DivQ(X) as a finite sum

D =
∑

ciAi,

where ci ∈ Q and Ai ∈ Div(X). The Q-divisor D is effective if it is of the

form D =
∑
ciAi with ci > 0 and Ai effective.

Definition 1.2.2 (Supports). Let D ∈ DivQ(X) be a Q-divisor, D =∑
i ciAi. The support of D is

Supp(D) =
⋃
i

Supp(Ai).

All the usual operations and properties of Cartier divisors extend natu-

rally to this setting simply by tensoring with Q.
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Definition 1.2.3. Assume henceforth that X is complete. Given a subva-

riety or subscheme V ⊂ X of dimension k, a Q-valued intersection product

DivQ(X)× . . .×DivQ(X)→ Q, (D1, . . . , Dk) 7−→ (D1 · . . . ·Dk · V )

is defined via a extension of scalars from the analogous product on Div(X).

Definition 1.2.4. Two Q-divisors D1, D2 ∈ DivQ(X) are numerically equiv-

alent, written D1 ≡num D2 (or D1 ≡num,Q D2 when confusion seems possi-

ble) if (D1 ·C) = (D2 ·C) for every curve C ⊂ X. We denote by N 1(X)Q the

resulting finite dimensional Q-vector space of numerical equivalence classes

of Q-divisors. Two Q-divisors D1, D2 ∈ DivQ(X) are Q-linearly equivalent,

written D1 ≡lin,Q D2 if there is an integer r such that rD1 and rD2 are

integral and linearly equivalent in the usual sense, that is if r(D1 − D2) is

the image of a principal divisor in Div(X).

Remark 1.2.5. More concretely, these operations and equivalences are de-

termined from those on integral divisors by writing D =
∑
ciAi and expand-

ing by linearity. Then for instance D ≡num,Q 0 if and only if
∑
ci(Ai·C) = 0

for every curve C ⊂ X. Note also that there is an isomorphism

N 1(X)Q = N 1(X)⊗Z Q

Continue to assume that X is complete. The definition of ampleness for

Q-divisors likewise presents no problems:

Definition 1.2.6 (Amplitude for Q-divisors). A Q-divisor D ∈ DivQ(X)

is ample if any one of the following three equivalent conditions is satisfied:

1. D is of the form D =
∑
ciAi where ci > 0 is a positive rational number

and Ai is an ample Cartier divisor.

2. There is a positive integer r > 0 such that rD is integral and ample.

3. D satisfies the statement of Nakai’s Criterion, that is

(DdimV · V ) > 0

for every subvariety V ⊂ X of positive dimension.
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We prove that amplitude is an open condition under small perturbations

of a divisor:

Proposition 1.2.7 (Openness of amplitude for Q-divisors). Let X be

a projective variety, H an ample Q-divisor on X, and E an arbitrary Q-

divisor. Then H + εE is ample for all sufficiently small rational numbers

0 < |ε| � 1. More generally, given finitely many Q-divisors E1, . . . , Er on

X,

H + ε1E1 + . . .+ εrEr

is ample for all sufficiently small rational numbers 0 6 |εi| � 1.

Proof. Clearing denominators, we may assume that H and each Ei are

integral. By taking m � 0 we can arrange for each of the 2r divisors

mH ± E1, . . . ,mH ± Er to be ample. Now provided that |εi| � 1 we can

write any divisor of the form

H + ε1E1 + . . .+ εrEr

as a positive Q-linear combination of H and some of the Q-divisors H± 1
mEi.

But a positive linear combination of ample Q-divisors is ample.

The definition of R-divisors proceeds in an exactly analogous fashion.

Definition 1.2.8. Let X be an algebraic variety or scheme. A R-divisor on

X is an element of the R-vector space:

DivR(X) := Div(X)⊗ R

of R-divisors on X. An R-divisor is represented by a finite sum D =
∑
ciAi

where ci ∈ R and Ai ∈ Div(X).

Definition 1.2.9. We say that D is effective if D =
∑
ciAi with ci > 0

and Ai effective.

Definition 1.2.10. Let X be a complete variety, there is an associated R-

valued intersection theory, giving rise in particular to the notion of numerical

equivalence.
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The resulting vector space of equivalence classes is denoted by N 1(X)R

(there is a natural isomorphism N 1(X)R = N 1(X)⊗ R, see [3, 1.3.10]).

Let D ∈ DivR(X) be a R-divisor, we define [D] := {E ∈ DivR(X)| E ≡num
D} ∈ N 1(X)R.

D is numerically trivial if and only if [D] = [0].

Definition 1.2.11 (Amplitude for R-divisors). Assume that X is com-

plete. An R-divisor D on X is ample if it can be expressed as a finite

sum D =
∑
ciAi where ci > 0 is a positive real number and Ai is an ample

Cartier divisor. Observe that a finite positive R-linear combination of ample

R-divisors is therefore ample

Proposition 1.2.12 (Ample classes for R-divisors). The amplitude of

an R-divisor depends only upon its numerical equivalence class.

Proof. It is sufficient to show that if D and B are R-divisors, with D ample

and B ≡num 0, then D+B is again ample. To this end, observe first that B

is an R-linear combination of numerically trivial integral divisors. Indeed,

the condition that an R-divisor

B =
∑

riBi (ri ∈ R, Bi ∈ Div(X))

be numerically trivial is given by finitely many integer linear equations on

the ri, determined by integrating over a set of generators of the subgroup

of H2(X,Z) spanned by algebraic 1-cycles on X. The assertion then fol-

lows from the fact that any real solution to these equations is an R-linear

combination of integral ones.

We are now reduced to showing that if A and B are integral divisors,

with A ample and B ≡num 0, then A + rB is ample for any r ∈ R. If r

is rational we already know this. In general, we can fix rational numbers

r1 < r < r2, plus a real number t ∈ [0, 1] such that r = tr1 + (1− t)r2. Then

A+ rB = t(A+ r1B) + (1− t)(A+ r2B)

which exhibits A+rB as a positive R-linear combination of ample Q-divisors.
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Remark 1.2.13 (Openness of amplitude for R-divisors). The state-

ment of Proposition 1.2.7 remains valid for R-divisors. In other words:

Let X be a projective variety and H an ample R-divisor on X. Given

finitely many R-divisors E1, . . . , Er, the R-divisor

H + ε1E1 + . . .+ εrEr

is ample for all sufficiently small real numbers 0 6 |εi| � 1.

Definition 1.2.14 (Nef divisors). Let X be a complete variety or scheme.

A Cartier divisor D on X (with Z, Q or R coefficients) is nef if for every

irreducible curve C ⊂ X we have (D · C) > 0

The definition evidently only depends on the numerical equivalence class

of D, and hence one has a notion of nef classes in N 1(X), N 1(X)Q and

N 1(X)R. Note that any ample class is nef, as is the sum of two nef classes.

Theorem 1.2.15 (Kleiman’s Theorem). Let X be a complete variety (or

scheme). If D is a nef R-divisor on X, then

(Dk · V ) > 0

for every subvariety V ⊂ X of dimension k.

Proof. One can assume that X is reduced (and irreducible if X is a scheme),

and replacing it by a Chow cover one can assume in addition that X is

projective. We proceed by induction on n = dimX, the assertion being

evident if X is a curve. We therefore suppose that (Dk · V ) > 0 for all

V ⊂ X of dimension 6 n− 1, and the issue is to show that (Dn) > 0. Until

further notice we suppose that D is a Q-divisor: the argument reducing the

general case to this one appears at the end of the proof.

Fix an ample divisor H on X, and consider for t ∈ R the self-intersection

number

P (t) := (D + tH)n ∈ R.

Expanding out the right hand side, we can view P (t) as a polynomial in t,

and we are required to verify that P (0) > 0. Aiming for a contradiction, we

assume to the contrary that P (0) < 0.
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Note first that if k < n, then

(Dk ·Hn−k) > 0. (1.1)

In fact, H being ample, Hn−k is represented by an effective rational k−cycle.

Therefore (1.1) follows by applying the induction hypothesis to the compo-

nents of this cycle. In particular, for k < n the coefficient of tn−k in P (t)

is non-negative. Since by assumption P (0) < 0, it follows that P (t) has a

single real root t0 > 0.

We claim next that for any rational number t > t0, the Q-divisor D+ tH

is ample. To verify this, it is equivalent to check that

((D + tH)k · V ) > 0

for every V ( X of dimension k. When V = X this follows from the fact

that P (t) > P (t0) = 0. If V ( X one expands out the intersection number in

question as a polynomial in t. As above all the coefficients are non-negative,

while the leading term (Hk ·V ) is strictly positive. The claim is established.

Now write P (t) = Q(t) +R(t), where

Q(t) = (D · (D + tH)n−1) and R(t) = (tH · (D + tH)n−1).

It follows as in (1.1) from the nefness ofD and the amplitude of (D+tH) that

Q(t) > 0 for all rational t > t0. Consequently Q(t0) > 0 by continuity. On

the other hand, thanks to (1.1) all the coefficients of R(t) are non-negative,

and the highest one (Hn) is strictly positive. Therefore R(t0) > 0. But

then P (t0) > 0, a contradiction. Thus we proved the Theorem in case D is

rational.

It remains only to check that the Theorem holds when D is an arbitrary

nef R-divisor. To this end, choose ample divisors H1, . . . ,Hr whose classes

span N 1(X)R. Then ε1H1 + . . .+ εrHr is ample for all εi > 0. In particular,

D(ε1, . . . , εr) = D + ε1H1 + . . .+ εrHr

being the sum of a nef and an ample R-divisor, is (evidently) nef. But the

classes of these divisors fill up an open subset in N 1(X)R, and therefore we

can find arbitrarily small 0 < εi � 1 such that D(ε1, . . . , εr) is (numerically
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equivalent to) a rational divisor. For such divisors, the case of the Theorem

already treated shows that

(D(ε1, . . . , εr)k · V ) > 0

for all V of dimension k. Letting the εi → 0, it follows that (Dk ·V ) > 0.

Corollary 1.2.16. Let X be a projective variety or scheme, and D a nef

R-divisor on X. If H is any ample R-divisor on X, then

D + εH

is ample for for every ε > 0. Conversely, if D and H are any two divisors

such that D + εH is ample for all sufficiently small ε > 0, then D is nef.

1.3 Cones

The meaning of Kleiman’s Theorem 1.2.15 is clarified by introducing some

natural and important cones in the Neron-Severi space N 1(X)R and its dual.

Let X be a complete complex variety or scheme.

Definition 1.3.1 (Ample and Nef cones). The ample cone

Amp(X) ⊂ N 1(X)R

of X is the convex cone of all ample R-divisor classes on X. The nef cone

Nef(X) ⊂ N 1(X)R

is the convex cone all nef R-divisor classes.

Theorem 1.3.2. Let X be any projective variety or scheme.

1. The nef cone is the closure of the ample cone:

Nef(X) = Amp(X),

2. The ample cone is the interior of the nef cone:

Amp(X) = int(Nef(X)).
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Proof. It is evident that the nef cone is closed, and it follows from Remark

1.2.13 that Amp(X) is open. This and the Kleiman’s Theorem 1.2.15 gives

the inclusions

Amp(X) ⊆ Nef(X) and Amp(X) ⊆ int(Nef(X)).

The remaining two inclusions

Nef(X) ⊆ Amp(X) and int(Nef(X)) ⊆ Amp(X) (1.2)

are consequences of Corollary 1.2.16. In fact let H be an ample divisor on

X. If D is any nef R-divisor then 1.2.16 shows that D + εH is ample for

all ε > 0. Therefore D is a limit of ample divisors, establishing the first

inclusion in (1.2). For the second, observe that if the class of D lies in the

interior of Nef(X), then D − εH remains nef for 0 < ε� 1. Consequently

D = (D − εH) + εH

is ample thanks again to Corollary 1.2.16.

Definition 1.3.3. Let D a divisor on X. Assume now V ⊆ H0(X,OX(D))

such that dim(V ) > 0 and B = Bs(|V |), then |V | determines a morphism

ψ|V | : X\B → P(V ) = Pr.

Informally, if {s0, . . . , sr} is a basis of V , we can describe this map, using

homogeneous coordinates, with

ψ|V |(x) = [s0(x) : . . . : sr(x)] ∀x ∈ X\B.

Definition 1.3.4 (Iitaka dimension). Assume that X is normal. Then

the Iitaka dimension of L is defined to be

κ(L) = κ(X,L) = max
m∈N(L)

{dimψ|mL|(X)}

provided that {m > 0|H0(X,OX(mL) 6= 0} = N(L) 6= ∅. If H0(X,L⊗m) =

0 for all m > 0, one puts κ(X,L) = −∞. If X is non-normal, pass to its

normalization ν : X ′ → X and set κ(X,L) = κ(X ′, ν∗L). Finally, for a

Cartier divisor D one takes κ(X,D) = κ(X,OX(D)).
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Thus either κ(X,L) = −∞, or else

0 6 κ(X,L) 6 dimX.

Example 1.3.5 (Kodaira dimension). Let X be a smooth projective va-

riety, and KX a canonical divisor on X. Then κ(X) = κ(X,KX) is the

Kodaira dimension of X: it is the most basic birational invariant of a vari-

ety. The Kodaira dimension of a singular variety is defined to be the Kodaira

dimension of any smooth model.

Theorem 1.3.6 (Iitaka). Let D ∈ Div(X) be a divisor on the scheme X

such that κ(X,D) > 0. Then κ(X,D) coincides with the number κ of either

the following conditions:

1. There is a unique non-negative integer κ and integers m0, a, b > 0 such

that for all m� 0 one has the inequalities

amκ 6 dimCH
0(X,OX(mm0D)) 6 bmκ.

2. κ(X,D) = −∞ if N(X,D) = ∅, else κ(X,D) = trdegC(R(X,D))− 1

For the proof see [7, Theorem 1].

Definition 1.3.7 (Big). A line bundle L on an projective variety X is big

if κ(X,L) = dimX. A Cartier divisor D is big if OX(D) is such.

Example 1.3.8 (Varieties of general type). A smooth projective variety

X is of general type if and only if its canonical bundle OX(KX) is big.

Lemma 1.3.9. Assume that X is a projective variety of dimension n. A

divisor D on X is big if and only if there is a constant C > 0 such that

h0(X,OX(mD)) > C ·mn

for all sufficiently large m ∈ N(X,D).

For the proof see [3, 2.2.3.].

Lemma 1.3.10 (Kodaira’s Lemma). Let D be a big Cartier divisor and

F an arbitrary effective Cartier divisor on X. Then

H0(X,OX(mD − F )) 6= 0

for all sufficiently large m ∈ N(X,D).
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Proof. Suppose that dim X = n, and consider the exact sequence

0→ OX(mD − F )→ OX(mD)→ OF (mD)→ 0.

Since D is big, there is a constant c > 0 such that h0(X,OX(mD)) > cmn

for sufficiently large m ∈ N(X,D). On the other hand, F being a scheme

of dimension n− 1, h0(F,OF (mD)) grows at most like mn−1 by [3, 1.2.33.].

Therefore

h0(X,OX(mD)) > h0(F,OF (mD))

for large m ∈ N(X,D), and the assertion follows from the displayed se-

quence.

Kodaira’s Lemma has several important consequences. First, it leads to

a useful characterization of big divisors:

Theorem 1.3.11 (Characterization of big divisors). Let D be a divisor

on a projective variety X. Then the following are equivalent:

1. D is big,

2. For any ample integer divisor A on X, there exists a positive integer

m > 0 and an effective divisor N on X such that mD ≡lin A+N ,

3. Same as in 2) for some ample divisor A,

4. There exists an ample divisor A, a positive integer m > 0 and an

effective divisor N such that

mD ≡num A+N.

Proof. Assuming that D is big, take r � 0, hence rA ≡lin Hr and (r +

1)A ≡lin Hr+1 are both effective. Apply the Kodaira’s Lemma 1.3.10 with

F = Hr+1 to find an effective divisor N ′ with:

mD ≡lin Hr+1 +N ′ ≡lin A+ (Hr +N ′).

Taking N = Hr +N ′ gives 2). The implications 2) ⇒ 3) ⇒ 4) being trivial,

we assume 4) and deduce 1). IfmD ≡num A+N , thenmD−N is numerically
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equivalent to an ample divisor, and hence ample. Then after possibly passing

to an even larger multiple of D we can assume that mD ≡lin H+N ′, where

H is very ample and N ′ is effective. But then κ(X,D) > κ(X,H) = dimX,

then D is big.

Corollary 1.3.12 (Numerical nature of bigness). The bigness of a di-

visor D depends only on its numerical equivalence class.

Proof. This is a consequence of characterization 4) in the previous Theorem.

Corollary 1.3.13 (Restrictions of big divisors). Let L be a big line

bundle on a projective variety X. There is a proper Zariski closed subset

V ⊂ X having the property that if Y ⊂ X is any subvariety of X not

contained in V then the restriction L|Y of L to Y is a big line bundle on Y .

In particular, if H is a general member of a very ample linear series, then

L|H is big.

Proof. Say L = OX(D), and using Theorem 1.3.11 write mD ≡lin H + N

where N is effective and H is very ample. Take V to be the support of N .

If Y 6⊂ V , then the restriction mD|Y of mD to Y is again the sum of a very

ample and an effective divisor, and hence is big.

Note that an integral divisor A is big if and only if every (or equivalently

some) positive multiple of A is big. This leads to a natural notion of bigness

for a Q-divisor:

Definition 1.3.14 (Big Q-divisors). A Q-divisor D is big if there is a

positive integer m > 0 such that mD is integral and big.

As in Corollary 1.3.12, bigness is a numerical property of Q-divisors.

Now we extend the definition to R-divisors and discuss the corresponding

cone in N 1(X)R.

Theorem 1.3.15 (A numerical condition for bigness). Let X be a

projective variety of dimension n, and let D and E be nef Q-divisors on X.

Assume that

(Dn) > n · (Dn−1 · E).

Then D − E is big.
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For the proof see [3, 2.2.15.].

As a first consequence, one obtains an important characterization of

bigness for nef divisors.

Theorem 1.3.16 (Bigness of nef divisors). Let D be a nef divisor on

a projective variety X of dimension n. Then D is big if and only if its top

self-intersection is strictly positive, that is (Dn) > 0.

Proof. Suppose to begin with that (Dn) > 0. Then the hypothesis of Theo-

rem 1.3.15 is satisfied with E = 0, and hence D is big. Conversely, suppose

that D is nef and big. Then mD ≡lin H + N for some very ample H and

effective N , and suitable m > 0. But (Dn−1 ·N) > 0 by Kleiman’s Theorem

1.2.15, and therefore

m · (Dn) = ((H +N) ·Dn−1) > (H ·Dn−1).

In light of Corollary 1.3.13 we may assume moreover that D|H is a big and

nef divisor on H. Hence by induction (Dn−1 · H) > 0, and the required

inequality (Dn) > 0 follows.

Now we rephrase the Theorem 1.3.11 to characterize the cone of all big

divisors. As before X is a projective variety of dimension n.

We start by extending the definitions to R-divisors.

Definition 1.3.17 (Big R-divisors). An R-divisor D ∈ DivR(X) is big if

it can be written in the form

D =
∑

ai ·Di

where each Di is a big integral divisor and ai is a positive real number.

This is justified by the observation that if D1 and D2 are big Q-divisors,

then a1D1 + a2D2 is big for any positive rational numbers a1, a2.

Proposition 1.3.18 (Formal properties of big R-divisors). Let D and

D′ be R-divisors on X.

1. If D ≡num D′, then D is big if and only if D′ is big.
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2. D is big if and only if D ≡num A+N where A is an ample and N is

an effective R-divisor.

Proof. For 1) argue as in the proof of Proposition 1.2.12.

Turning to 2), it follows immediately from Theorem 1.3.11 (4) that a

big R-divisor has an expression of the indicated sort. For the converse one

reduces to showing that if B and N are integral divisors, with B big and N

effective, then B+sN is big for any real number s > 0. If s ∈ Q this follows

again from Theorem 1.3.11. In general, choose rational numbers s1 < s < s2

and t ∈ [0, 1] such that s = ts1 + (1− t)s2. Then

B + sN = t(B + s1N) + (1− t)(B + s2N)

exhibits B + sN as a positive linear combination of big Q-divisors.

Corollary 1.3.19. Let D ∈ DivR(X) be a big R-divisor, and let E1, . . . , Et ∈
DivR(X) be arbitrary R-divisors. Then

D + ε1E1 + . . .+ εtEt

remains big for all sufficiently small real numbers 0 6 |εi| � 1.

Proof. This follows from statement 2) of the previous Proposition thanks to

the open nature of amplitude.

Definition 1.3.20. A class e ∈ N 1(X)Q (respectively e ∈ N 1(X)R) is

effective if there exists an effective Q-divisor (respectively R-divisor) such

that [E] = e.

Remark 1.3.21. Let B a big divisor on X, by Lemma 1.3.9, we know that

the linear series |mB| 6= ∅ for all sufficiently large m. Hence 1
mE ≡num B,

then every big class is an effective class in N 1(X)R.

Note that in view of Proposition 1.3.18 (1) it makes sense to talk about

a big R-divisor class. We can then define some additional cones in N 1(X)R.

Definition 1.3.22 (Big and pseudo-effective cones). The big cone

Big(X) ⊂ N 1(X)R
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is the convex cone of all big R-divisor classes on X. The pseudo-effective

cone

Eff(X) ⊂ N 1(X)R

is the closure of the convex cone spanned by the classes of all effective R-

divisors. A divisor D ∈ DivR(X) is pseudo-effective if its class lies in the

pseudo-effective cone.

Remark 1.3.23. A R-divisor D on a surface X is pseudo-effective if (D ·
A) > 0 for all A ∈ Amp(X), because a pseudo-effective R-divisor is limit

of effective R-divisors. Moreover we have that D is pseudo-effective if and

only if (D ·H) > 0 for all H ∈ Nef(X) (see [3, 2.2.25.]).

One then has:

Theorem 1.3.24. The big cone is the interior of the pseudo-effective cone

and the pseudo-effective cone is the closure of the big cone:

Big(X) = int(Eff(X)) , Eff(X) = Big(X).

Proof. The pseudo-effective cone is closed by definition, the big cone is open

by Corollary 1.3.19, and Big(X) ⊆ Eff(X) thanks to Proposition 1.3.18.

It remains to establish the inclusions

Eff(X) ⊆ Big(X) , int(Eff(X)) ⊆ Big(X).

We focus on the first of these. Given ζ ∈ Eff(X), one can write ζ as the

limit ζ = limk ζk of the classes of effective divisors. Fixing an ample class

α ∈ N 1(X)R one has

ζ = lim
k

(ζk +
1
k
α).

Each of the classes ζk + 1
kα is big thanks to Proposition 1.3.18, therefore ζ

is a limit of big classes. Hence Eff(X) ⊆ Big(X).

Now we take an element [D] ∈ Int(Eff(X)), then there is r > 0 such

that Ur([D]) = {[E] ∈ N 1(X)R| ‖[E] − [D]‖ < r} ⊂ Eff(X). By den-

sity there exists a big class [B] such that [B] ∈ Ur([D]), but Big(X) is

an open cone by Corollary 1.3.19, therefore there exists δ > 0 such that

Uδ([B]) ⊂ Ur([D]) ∩ Big(X). If D ∈ Uδ([B]) we are done, else we can take
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the symmetrical with respect to [D] of Uδ([B]), let be A this open (it is an

open disk). Then there exists a big class [B] such that [B] ∈ A, then by the

convexity of Big(X) we know that [D] is big.

Remark 1.3.25. Let E be a pseudo-effective R-divisor and B a big R-

divisor, then E +B is big.

Proof. As above, if we take the open ball Ur = {l ∈ N 1(X)R| ‖l‖ < r},
then there exists ε > 0 such that B + Uε ⊂ Big(X) ⊂ Eff(X). Then

D+B+Uε ⊂ Eff(X), hence D+B ∈ Int(Eff(X)) = Big(X) by Theorem

1.3.24.

Lemma 1.3.26. If X is a smooth surface, D an effective Q-divisor such

that D2 > 0, then D is big.

Proof. By the Riemann-Roch Theorem for surfaces 1.1.11 we know that

h0(X,mD)− h1(X,mD) + h2(X,mD) =
1
2
mD · (mD −KX) + 1− pa

and by Serre duality (see [2, III.7]) we have h2(X,mD) =h0(X,KX −mD).

Then h0(X,KX −mD) = 0 for m � 0, because, by the way of contra-

diction, if E is an effective divisor such that E ≡lin KX −mD, then for all

A ample, we have

0 6 E ·A = (KX −mD) ·A = KX ·A−mD ·A.

But this is a contradiction because D is effective, D 6= 0, hence we have

D ·A > 0, then KX ·A < mD ·A, for m� 0. At this point we have

h0(X,mD) >
m2

2
D2 − m

2
KX ·D + 1− pa,

then by Lemma 1.3.9 D is big.

Moreover we have:

Lemma 1.3.27. Let D be a divisor on the surface X. Assume that D is

not pseudo-effective. Then for every Z ∈ Div(X) we have H0(X,OX(nD+

Z)) = 0 for every n� 0.
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Proof. Since D is not pseudo-effective, there exists an ample divisor H such

that (D ·H) < 0. Then for every Z we have (nD ·H +Z ·H) < 0 for n� 0,

and therefore |nD + Z| = ∅.

Proposition 1.3.28. If D is big then there exists m0 such that

H0(X,OX(mD)) 6= ∅,

for all m > m0.

For the proof, see [3, 2.2.10.].

1.4 Volume of a Big divisor

We turn now to an interesting invariant of a big divisor D that measures

the asymptotic growth of the linear series |mD| for m� 0:

Definition 1.4.1 (Volume of a line bundle). Let X be a projective va-

riety of dimension n, and let L be a line bundle on X. The volume of L is

defined to be the non-negative real number

vol(L) = vol(X,L) = lim sup
m→∞

h0(X,L⊗m)
mn/n!

. (1.3)

The volume vol(D) = vol(X,D) of a Cartier divisor D is defined simi-

larly, or by passing to OX(D).

Note that vol(L) > 0 if and only if L is big.

Remark 1.4.2 (Irrational volumes). The volume of a big line bundle can

be an irrational number. See [3, 2.2.34.].

The first formal properties of this invariant are summarized in the fol-

lowing

Proposition 1.4.3 (Properties of the volume). Let D be a big divisor

on a projective variety X of dimension n.

1. For a fixed natural number a > 0,

vol(aD) = anvol(D).
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2. Fix any divisor N on X, and any ε > 0. Then there exists an integer

p0 = p0(N, ε) such that

1
pn
|vol(pD −N)− vol(pD)| < ε

for every p > p0.

For the proof see [3, 2.2.35.].

Remark 1.4.4 (Volume of a Q-divisor). When D is a Q-divisor, one can

define the volume vol(D) of D, taking the limsup over those m for which

mD is integral. However it is perhaps quicker to choose some a ∈ N for

which aD is integral, and then set vol(D) = 1
an vol(aD). It follows from

Proposition 1.4.3 (1) that this is independent of the choice of a.

Remark 1.4.5 (Numerical nature of volume). If D,D′ are numerically

equivalent divisors on X , then

vol(D) = vol(D′).

In particular, it makes sense to talk of the volume vol(ζ) of a class

ζ ∈ N 1(X)Q (see [3, 2.2.41.]).

Theorem 1.4.6 (Continuity of volume). Let X be a projective variety of

dimension n, and fix any norm ‖ · ‖ on N 1(X)R inducing the usual topology

on that finite dimensional vector space. Then there is a positive constant

C > 0 such that

|vol(ζ)− vol(ζ ′)| 6 C(max(‖ζ‖, ‖ζ ′‖))n−1‖ζ − ζ ′‖ (1.4)

for any two classes ζ, ζ ′ ∈ N 1(X)Q.

Corollary 1.4.7 (Volume of real classes). The function ζ → vol(ζ) on

N 1(X)Q extends uniquely to a continuous function

vol : N 1(X)R → R.

Proof. Equation (1.4) guarantees that if we choose a sequence ζi ∈ N 1(X)Q

converging to a given real class ζ ∈ N 1(X)R, then limi→∞ vol(ζi) exists and

is independent of the choice of {ζi}.
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Chapter 2

Zariski Decomposition on

Surfaces

Now we have the notions to study the Zariski decomposition. This is a very

interesting idea:

Let D a pseudo-effective divisor (or Q- or R-divisor) we want to decom-

pose D in two Q-divisors (or R-), as a sum of a nef and an effective divisor

(respectively the positive and the negative part), with the property that

positive and negative part are orthogonal and the negative part is a linear

combination of prime components with negative self-intersection.

Now we give a proof of the existence and uniqueness of this decomposi-

tion for K-divisors, where K will be Q or R.

2.1 Zariski Decomposition for Effective Divisors

For all prime divisor Γ, we have that for all big divisor B,

Now we report a simple proof of the existence and the uniqueness of

Zariski decompositions for effective K-divisors on a smooth surface X. This

proof is due to Bauer, [4].

Remark 2.1.1. We will use the partial ordering 6 in Kr that is defined by

(x1, . . . , xr) 6 (y1, . . . , yr) if xi 6 yi for all i.

Lemma 2.1.2. Let X is a smooth surface, and let N 6= 0 is a K-divisor,

whose intersection matrix S is not negative definite, then there is an effective

35
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non-zero nef K-divisor E, whose components are among those of N .

Proof. We distinguish between two cases:

Case 1: S is not negative semi-definite. In this case there is a K-divisor

B whose components are among those of N such that B2 > 0. Multiplying

for m � 0 and taking the integer part, bmBc, we may assume that B is

integer and B2 > 0:

In fact, if B =
∑

i ciCi, then 0 6 〈mci〉 6 1 and mci− 1 6 bmcic 6 mci,

for all i and for all m, therefore we have for m � 0 that, if ci > 0, then

bmcic〈mcj〉 6 bmcic 6 mci 6 mci+1. If ci < 0, then we have bmcic〈mcj〉 >

bmcic > mci − 1. Therefore we have that |bmcic〈mcj〉| 6 m|ci|+ 1, then∑
i,j

|bmcic〈mCj〉||Ci · Cj | 6
∑

(m|ci|+ 1)|Ci · Cj | = O(m)

and

lim
m→∞

|〈mci〉〈mcj〉|
m

= 0,

hence, by the finite number of {Ci}, we have

0 < (mB)2 = (
∑
i

bmcicCi +
∑
i

〈mci〉Ci)2 6

6
∑
i,j,i6=j

bmcicbmcjc(Ci · Cj) +
∑
i

bmcic2(Ci)2 +O(m) =

= (bmBc)2 +O(m).

Then, for m� 0 we have that (bmBc)2 > 0.

Then, writing B = B′−B′′ as a difference of effective divisors having no

common components, we have 0 < B2 = (B′ − B′′)2 = (B′)2 − 2B′ · B′′ +
(B′′)2, and hence (B′)2 > 0 or (B′′)2 > 0. Therefore, replacing B by B′

or B′′ respectively, we may assume that B is effective. But then it follows

from the Theorem 1.3.26 that B is big, then there is a constant C > 0

such that h0(X,OX(lB)) > Cl2 for l � 0 (by Theorem 1.3.9). Therefore

dim|lB| > Cl2 − 1 for l � 0. Hence we can write lB = El + Fl, where |El|
is the moving part of |lB|, then El is nef. By Lemma 1.3.26 we note that

El is non-zero. Then E = El is a nef divisor as required, then the proof is

complete in this case.
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Case 2: S is negative semi-definite. Let C1, . . . , Ck be the components

of N . We argue by induction on k. If k = 1, then N2 = C1
2 = 0, hence

C1 is nef and we are done taking E = C1. Suppose k > 1. The hypotheses

on S imply that S does not have full rank. Therefore there is a non-zero

K-divisor R, whose components are among C1, . . . , Ck, having the property

that R · Ci = 0 for i = 1, . . . , k:

In fact if R =
∑
aiCi then

aiC1 · C1 + . . . + akCk · C1 = 0
...

...
...

...
...

...
...

aiC1 · Ck + . . . + akCk · Ck = 0

This is a linear system in {a1, . . . , ak}, but rank(S) < k, then there is

∞k−rank(S) solutions, then the set of all K-divisors orthogonal at every Ci

for all i, is non-empty.

If one of the K-divisors R or −R is effective, then is nef, and we are

done, taking E = R or E = −R respectively. In alternative case we write

R = R′ − R′′, where R′ and R′′ are effective non-zero K-divisors without

common components. We have

0 = R2 = (R′)2 − 2R′ ·R′′ + (R′′)2.

As by hypothesis (R′)2 6 0 and (R′′)2 6 0, we must have (R′)2 = 0. The

divisor R′ has fewer components than R, and its intersection matrix is still

negative semi-definite, but not negative definite. It now follows by induction

that there is a divisor as claimed, consisting entirely of components of R′.

Theorem 2.1.3 (Zariski decomposition). Let D be an effective K-divisor

on a smooth projective surface X. Then there are uniquely determined ef-

fective (possibly zero) K-divisors P and N with D = P +N such that

1. P is nef,

2. N is zero or has negative definite intersection matrix,

3. P · C = 0 for every irreducible component C of N .
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The decomposition D = P + N is called Zariski decomposition of D,

the K-divisors P and N are respectively the positive and negative parts

of D. Given an effective K-divisor D, Zariski’s original proof employs a

rather sophisticated procedure to construct the negative part N out of those

components C of D satisfying D · C 6 0. Our purpose here is to provide a

quick and simple proof based on the idea that the positive part P can be

constructed as a maximal nef K-subdivisor of D.

Proof of existence. Write D =
∑r

i=1 aiCi with distinct irreducible curves Ci
and positive (rational or real) numbers ai. Consider now all effective K-

subdivisors P of D, that is all K-divisors of the form P =
∑r

i=1 xiCi with

coefficients xi satisfying 0 6 xi 6 ai. A divisor P of this kind is nef if and

only if
r∑
i=1

xiCi · Cj > 0 ∀j = 1, . . . , r. (2.1)

We claim that this system of linear inequalities for the numbers xi has a

maximal solution (with respect to 6) in the K-cuboid

[0, a1]× . . .× [0, ar] ⊂ Kr.

To see this, note first that the subset K of the cuboid that is described by

(2.1) is a convex polytope defined by finitely many halfspaces with coordi-

nates in K. We are done if (a1, . . . , ar) ∈ K. In the alternative case consider

for t ∈ K∩ [0, 1] the family of hyperplanes Ht = {(x1, . . . , xr) ∈ Kr|
∑

i xi =

t
∑

i ai}.
Let us see that there is a maximal t such that Ht ∩K 6= ∅ and such that

Ht ∩K is a vertex of K.

Let us take the completion of K in Rr, that is

K = {(x1, . . . , xr) ∈ Rr|xi ∈ [0, ai] and
r∑
i=1

xiCi · Cj > 0, ∀j ∈ [1, r]}.

This is closed and bounded, then is compact in Rr. Now we take the ap-

plication π : K → R, (x1, . . . , xr) →
∑

i xi. We note that π is obviously

continue and then it has maximum in K , let it be M . If
∑

i ai = 0, by

ai > 0, we have ai = 0 for all i, then D =
∑

i aiCi = 0, and we are done

because D is nef. Therefore there exists m such that M = m
∑

i ai. Let

(b1, . . . , br) = b ∈ K such that π(b) = M . We claim:
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1. b is maximal,

2. b is a vertex of K.

b is maximal because if we have b 6 x ∈ K, that is bi 6 xi for all i then

we have
∑
bi >

∑
xi because π(b) is a maximum, but

∑
xi >

∑
bi, then

xi = bi, for all i. Now we have to prove that b is a vertex (for the rational

case this implies that b is in Qr and then in K because the coordinate of a

vertex of K are combinations of rational numbers).

Let H−m the subspace below the hyperplane Hm. It is obvious that K ⊂
H−m by definition of m. Since Hm ∩ K 6= ∅, then Hm ∩ K ⊂ Fr(K), that

is Hm ∩ K is a vertex, an edge or a face. Now Hm ∩ K can be only a

vertex, because the edge of K either lies on the border of the cuboid or joins

the origin with the border of K. Now Hm does not contain any edge of

the cuboid (π is not constant on an edge of the cuboid) and Hm does not

contain the origin. Then Hm cannot contain any edge of K, then it cannot

contain any face generated by this edge. Then Hm∩K can be only a vertex.

Therefore there exists m such that Hm ∩ K is a vertex and this m is

maximal.

Let now P =
∑r

i=1 biCi be a divisor that is determined by a maximal

solution, and put N = D − P . Then both P and N are effective, and P

is a maximal nef K-subdivisor of D. We will now show that 2) and 3) are

satisfied as well.

As for 3): suppose P · Ci > 0 for some component Ci of N . As Ci 6 N ,

we have bi < ai, hence that for sufficiently small ε > 0 in K, the divisor

P + εCi is a subdivisor of D. For curves C different from Ci we clearly have

(P + εCi) ·C > 0. Moreover, (P + εCi) ·Ci = P ·Ci + εCi
2 for small ε. Then

P + εCi is nef, contradicting the maximality of P .

As for 2): supposing that the divisor N is non-zero, we need to show that

its intersection matrix is negative definite. Assume by way of contradiction

that the intersection matrix of N is not negative definite, and take E as in

Lemma 2.1.2. Consider then for ε > 0 in K, the K-divisor P ′ := P + εE.

Certainly P ′ is effective and nef. As all components of E are among the

components of N , it is clear that P ′ is a subdivisor of D when ε is small

enough. But this is a contradiction, because P ′ is strictly bigger than P .
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We now give the:

Proof of uniqueness. We claim first that in any decomposition D = P +N

satisfying the conditions of the Theorem, the K-divisor P is necessarily a

maximal nef K-subdivisor of D. To see this we suppose that P ′ is any nef

K-divisor with P 6 P ′ 6 D. Then P ′ = P +
∑r

i=1 qiCi, where C1, . . . , Cr

are the components of N and q1, . . . , qr are elements of K with qi > 0. We

have

0 6 P ′ · Cj =
r∑
i=1

qiCi · Cj for j = 1, . . . , r ,

and hence

(
r∑
i=1

qiCi)2 =
r∑
j=1

qi

r∑
i=1

qiCi · Cj > 0.

As the intersection matrix of C1, . . . , Cr is negative definite, we get qi = 0

for all i. So P ′ = P .

To complete the proof it is now enough to show that a maximal effective

nef K-subdivisor of D is in fact unique. This in turn follows from:

(3.2) If P ′ =
∑r

i=1 xi
′Ci and P ′′ =

∑r
i=1 xi

′′Ci are effective nef K−divisors

of D, then P =
∑r

i=1 xiCi is effective, where xi =max(x′i, x
′′
i ).

As for (3.2): The divisor P is of course an effective K-subdivisor of D, hence

it remains to show that it is nef, that is the tuple (x1, . . . , xr) satisfies the

inequalities (2.1). This, finally, is a consequence of the following elementary

fact: let H ⊂ Kr be a halfspace, given by a linear inequality
∑r

i=1 αixi > 0,

where the coefficients αi are numbers with at most one of them negative. If

two points (x′1, . . . , x
′
r) and (x′′1, . . . , x

′′
r) with x′i > 0 and x′′i > 0 lie in H,

then (x1, . . . , xr), where xi = max(x′i, x
′′
i ), lies in H. This is simple, because

if for all i we have that αi is not negative, then (x1, . . . , xr) lies obviously in

H. If there exists i such that αi < 0 then let x′i = max{x′i, x′′i } for simplicity,

then we know that∑
j 6=i

αj max{x′j , x′′j } >
∑
j 6=i

αjx
′
j > −αix′i.
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2.2 Pseudo-Effective Case

Now we extend the Zariski Theorem to pseudo-effective divisors. This

costruction is due to Fujita, [5],[6].

To do it, we need some technical results.

Remark 2.2.1. Let H a nef K-divisor and E an effective K-divisor on the

surface X. If ((H +E) ·C) > 0 for every component C of E then H +E is

nef.

Lemma 2.2.2. Let C1, . . . , Cq be integral curves on the surface X such that

the intersection matrix ||(Ci ·Cj)||i,j is negative definite. Let D =
∑q

i=1 aiCi

be a K-divisor such that (D · Ci) 6 0, for all i = 1, . . . , q. Then D > 0.

Proof. Let D = A−B be the decomposition of D with A > 0, B > 0, and A

and B having no common components. Since B > 0 we have 0 > (D ·B) =

(A · B) − (B2). Since A and B have no common components, (A · B) > 0,

whence (B2) > 0. On the other hand, because the matrix ||(Ci · Cj)||i,j is

negative definite, (B2) 6 0. It follows that (B2) = 0, whence B = 0 (again

because the intersection matrix is negative definite).

Lemma 2.2.3. Let C1, . . . , Cq be integral curves on the surface X such that

the intersection matrix ||(Ci ·Cj)||i,j is negative definite. Let D =
∑q

i=1 aiCi

be a K-divisor and let D′ be a pseudo-effective K-divisor such that

((D′ −D) ·Ci) 6 0, for all i = 1, . . . , q. Then the divisor D′ −D is pseudo-

effective.

Proof. Let H be an arbitrary nef K-divisor on X. Since ||(Ci · Cj)||i,j is

negative definite, there exists a K-divisor of the form Y =
∑q

i=1 aiCi such

that (Y ·Ci) = −(H·Ci), for all i = 1, . . . , q. Since (Y ·Ci) = −(H·Ci) 6 0, for

all i = 1, . . . , q, we have Y > 0 by Lemma 2.2.2. Then from the hypotheses

we get ((D′ − D) · Y ) 6 0. On the other hand, ((H + Y ) · Ci) = 0, for

all i = 1, . . . , q implies that H + Y is nef by Remark 2.2.1, and since D′ is

pseudo-effective, ((H + Y ) · D′) > 0. Combining these inequalities we get

((D′−D) ·H) = (D′ ·H)−(D ·H) = (D′ ·H)+(D ·Y ) > −(D′ ·Y )+(D ·Y ) =

−((D′ −D) · Y ) > 0.
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Lemma 2.2.4. Let C1, . . . , Cq be integral curves on the surface X such that

the intersection matrix I(C1, . . . , Cq) = ||(Ci ·Cj)||i,j=1,...,q is semidefinite of

signature (0, r), with r < q. Assume also that the matrix I(C1, . . . , Cr) =

||(Ci ·Cj)||i,j=1,...,r is negative definite. Then for every j > r there exists an

effective K-divisor Dj =
∑r

i=1 ajiCi such that ((Dj + Cj) · Ci) = 0, for all

i = 1, . . . , q.

Proof. For each 1 6 p 6 q denote by V (C1, . . . , Cp) the K-vector space

spanned by C1, . . . , Cp (that is the set of K-divisors of the form
∑p

i=1 aiCi,

with ai ∈ K). Let V1 = V (C1, . . . , Cr), and let V2 be the singular K-subspace

of the matrix I(C1, . . . , Cq) in V = V (C1, . . . , Cq), that is,

V2 = {D ∈ V | (D · D′) = 0 , ∀D′ ∈ V }. From our hypotheses it follows

that V = V1 ⊕ V2. In particular, for every j > r there exist Dj ∈ V1

and Ej ∈ V2 such that Cj = −Dj + Ej . Since Ej = Cj + Dj ∈ V2 we get

((Dj+Cj) ·Ci) = 0, for all i = 1, . . . , q. Moreover, (Dj ·Ci) = −(Cj ·Ci) 6 0,

for all i = 1, . . . , r, hence by Lemma 2.2.2, Dj > 0, for all j > r.

Lemma 2.2.5. Let C1, . . . , Cq be integral curves on the surface X, and

let D be a pseudo-effective K-divisor on X such that (D · Ci) 6 0, for all

i = 1, . . . , q. Assume that there is an r such that 1 6 r < q and (D ·Cj) < 0,

for all j = r + 1, . . . , q. If the intersection matrix I(C1, . . . , Cr) = ||(Ci ·
Cj)||i,j=1,...,r is negative definite or (D · Cj) < 0 for all j = 1, . . . , q, then

the intersection matrix I(C1, . . . , Cq) = ||(Ci · Cj)||i,j=1,...,q is also negative

definite.

Proof. Assume first that I(C1, . . . , Cq) is not negative semidefinite. Then

there exists a K-divisor Z ∈ V (C1, . . . , Cq) (as above) such that (Z2) > 0.

As in the proof of Case 1 of Lemma 2.1.2 we may assume that Z is integer,

effective with Z2 > 0. Then Z is big by Lemma 1.3.26. Now it follows that

κ(X,Z) = 2. By the Iitaka Theorem 1.3.6 the image of X under the rational

map ϕ|nZ| is an surface if n � 0. Replacing Z by a suitable multiple of it,

we may therefore assume that ϕ|Z|(X) is a surface. Denote the fixed part of

|Z| by F , that is, the linear system |Z ′| := |Z|−F has no fixed components,

Z ′ > 0 and Z ′ ∈ V (C1, . . . , Cq). Clearly κ(X,Z ′) = κ(X,Z) = 2. Moreover,

since Z ′ is effective and |Z ′| has no fixed components, Z ′ is nef. Therefore

by Theorem 1.3.16 we get (Z ′)2 > 0.
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Since Z ′ ∈ V (C1, . . . , Cq) and Z ′ > 0, from the hypotheses on D it

follows that (D ·Z ′) 6 0 and (D ·Z ′) < 0 if (D ·Cj) < 0, for all j. Recalling

that Z ′ is nef and D is pseudo-effective, by Remark 1.3.23 we get (D·Z ′) > 0.

Thus (D · Z ′) = 0 and we already have a contradiction if (D · Cj) < 0, for

all j. From the hypotheses on D it again follows that Z ′ ∈ V (C1, . . . , Cr).

Since (Z ′)2 > 0, this last fact contradicts the hypothesis that the matrix

I(C1, . . . , Cr) is negative definite.

Therefore we have proved that the matrix I(C1, . . . , Cq) is negative

semidefinite. Assume that I(C1, . . . , Cq) is not negative definite. By Lemma

2.2.4, for every j = r + 1, . . . , q, there is an effective K-divisor Dj ∈
V (C1, . . . , Cr) such that ((Dj +Cj) ·Ci) = 0, for all i = 1, . . . , q. By Remark

2.2.1, Dj +Cj is nef (take H = 0 and E = Dj +Cj). But from the hypothe-

ses on D it follows that (D · (Dj + Cj)) 6 (D · Cj) < 0, which contradicts

the fact that D is pseudo-effective.

Corollary 2.2.6. Led D be a pseudo-effective K-divisor on the surface X.

Then there are only finitely many integral curves C on X such that

(D · C) < 0.

Proof. Let C1, . . . , Cq be integral curves on X such that (D · C) < 0, for

all i = 1, . . . , q. By Lemma 2.2.5, the intersection matrix I(C1, . . . , Cq)

is negative definite. This implies that the classes of the curves C1, . . . , Cq

define linearly independent elements of N 1(X)K. Then the corollary is a

consequence of the fact that the N 1(X)K is a finite dimensional vector space.

Lemma 2.2.7. Let C1, . . . , Cq be integral curves on the surface X such

that the intersection matrix I(C1, . . . , Cq) is negative definite. Let D′ be an

effective K-divisor on X, and let D ∈ V (C1, . . . , Cq) be a K-divisor such

that ((D′ −D) · Ci) 6 0, for all i = 1, . . . , q. Then D′ −D > 0.

Proof. Write D′ = Z+D′1, with Z ∈ V (C1, . . . , Cq) and Ci 6⊂ Supp(D′1), for

all i = 1, . . . , q. Then (D′1 ·Ci) > 0, and hence (Z ·Ci) = (D′ ·Ci)−(D′1 ·Ci) 6

(D′ · Ci) 6 (D · Ci), for all i = 1, . . . , q. Then by Lemma 2.2.2, Z −D > 0,

and therefore D′ −D > 0.
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Theorem 2.2.8 (Zariski-Fujita). Let D be a pseudo-effective K-divisor

on a smooth projective surface X. Then there are uniquely determined K-

divisors P and N such that D = P +N , N is effective (possibly zero) and:

1. P is nef,

2. N is zero or has negative definite intersection matrix,

3. P · C = 0 for every irreducible component C of N .

Proof of the existence. If D is nef, put P = D and N = 0. Otherwise, let

C1, . . . , Cq1 be all the integral curves Ci on X such that (D · Ci) < 0 (by

Corollary 2.2.6, there are only finitely many such curves). By Lemma 2.2.5,

the intersection matrix I(C1, . . . , Cq1) is negative definite. Therefore there

exists a unique K-divisor N1 ∈ V (C1, . . . , Cq1) such that (N1 ·Ci) = (D ·Ci),
for all i = 1, . . . , q1. Since (D · Ci) < 0, for all i = 1, . . . , q1 we infer that

N1 > 0 by Lemma 2.2.2. If D1 := D − N1 is nef, we take P = D1 and

N = N1. If not, from the definition of N1 and Lemma 2.2.3 it follows that

D1 is pseudo-effective. Let then Cq1+1, . . . , Cq2 be all the integral curves Cj
on X such that (D1 · Cj) < 0 (there are finitely many by Corollary 2.2.6).

From Lemma 2.2.5 we deduce that the intersection matrix I(C1, . . . , Cq2)

is negative definite, and consequently there exists a unique K-divisor N2 ∈
V (C1, . . . , Cq2) such that (N2 · Cj) = (D1 · Cj), for all j = 1, . . . , q2. As

earlier, N2 > 0, and D2 := D1 − N2 is pseudo-effective. If D2 is nef we

conclude by taking P = D2 and N = N1 +N2. If not, we continue the above

procedure, which has to stop after finitely many steps because the dimension

of N 1(X)K is finite. This proves the existence part of our Theorem.

Proof of uniqueness. Let D = P +N = P ′ +N ′ be two decompositions as

in the Theorem. If Supp(N) = C1 ∪ . . . ∪ Cq, we have (P · Ci) = 0 and

(P ′ · Ci) > 0, for all i = 1, . . . , q by the nefness of P ′. It follows that

(N · Ci) = (D · Ci) = (P ′ · Ci) + (N ′ · Ci) > (N ′ · Ci), for all i = 1, . . . , q.

Then by Lemma 2.2.7 we get N ′ > N . Similarly N > N ′, whence N ′ = N .
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Remark 2.2.9. Every D pseudo-effective K-divisor admits a Zariski decom-

position. Conversely, every divisor D admitting a Zariski decomposition, is

necessarily pseudo-effective, because is sum of two pseudo-effective.

Proposition 2.2.10. Let D a divisor, D pseudo-effective, and let D =

P +N the Zariski decomposition of D, then the natural map

H0(X,OX(mD − [mN ]))→ H0(X,OX(mD))

is bijective for every m > 1.

In other words at least after passing to a multiple to clear denominators

(hence that mD − [mN ] = mP ) this means that all the sections of a line

bundle on a surface come from a nef divisor.

Proof. The issue is to show that if D′ ≡lin mD is an effective divisor, then

mN 6 D′. It is enough to prove this after replacing each of the divisors in

question by a multiple, hence without loss of generality we may assume to

begin with P and N are integral and that m = 1. Given D′ ≡lin D effective,

write D′ = N1 + M1, where N1 is an effective linear combination of the Ei
and M1 does not contain any of these components. We are required to prove

that N 6 N1. Since D′ −N ≡num P is perpendicular to each of the Ei and

since M1 is an effective divisor meeting each Ei properly, we see that

((N1 −N) · Ei) 6 0 (2.2)

for all i. Now write N1 −N = N ′ −N ′′ where N ′ and N ′′ are non-negative

linear combinations of the Ei with no common components, and assume for

a contradiction that N ′′ 6= 0. Then N ′′ ·N ′′ < 0, and hence

((N1 −N) ·N ′′) > 0

But this contradicts (2.2).

Corollary 2.2.11 (Volume of divisors on a surface). In the situation

of Proposition 2.2.10,

vol(D) = (P 2).

In particular, the volume of a integral pseudo-effective divisor on a surface

is always a rational number.
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Proof. In fact, the proposition implies that vol(D) = vol(P ) = (P 2), be-

cause P is nef. For a integral divisor we can take a Q-Zariski decomposition,

then we can take P a Q-divisor.



Chapter 3

σ-decomposition

Now we try to face the Zariski decomposition from a different point of view.

We will study the function σΓ, its continuity, and its link with the negative

part of the Zariski decomposition. This contruction is due to Nakayama,

[8].

3.1 Definitions of σ and τ functions

Definition 3.1.1. Let X be a non-singular projective variety of dimension

n and let B a big R-divisor of X. The linear system |B| is the set of effective

R-divisors linearly equivalent to B. Similarly, we define |B|Q and |B|num to

be the sets of effective R-divisors E satisfying E ≡lin,Q B and E ≡num B,

respectively.

By definition, we write

|B|Q =
⋃
m∈N

1
m
|mB|.

There is a positive integer m0 such that |mB| 6= ∅ for m > m0, by the

bigness, by Proposition 1.3.28.

Definition 3.1.2. For a prime divisor Γ, we define:

σΓ(B)Z := inf{multΓE | E ∈ |B|},

if |B| 6= ∅ (=∞ else), and similarly we define

σΓ(B)Q := inf{multΓE | E ∈ |B|Q};
σΓ(B) := inf{multΓE | E ∈ |B|num}.

47
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Remark 3.1.3. These three functions σΓ(·)∗ (∗ = Z,Q, and ∅) satisfy the

triangle inequality:

σΓ(B1 +B2)∗ 6 σΓ(B1)∗ + σΓ(B2)∗. (3.1)

Proof. σΓ(B) > 0 for all B big, and if ∆1 ∈ |B1|∗ and ∆2 ∈ |B2|∗ then

∆1 + ∆2 ∈ |B1 +B2|∗, hence the set {|B1|∗+ |B1|∗} ⊂ |B1 +B2|∗, therefore

applying σΓ at the left hand side and at the right hand side of the inclusion

we are done because σΓ is an inf.

Definition 3.1.4. Similarly to the above, we define:

τΓ(B)Z := sup{multΓE | E ∈ |B|},

if |B| 6= ∅ (= −∞ else), and

τΓ(B)Q := sup{multΓE | E ∈ |B|Q};
τΓ(B) := sup{multΓE | E ∈ |B|num}.

Then these three functions τΓ(·)∗ satisfy the triangle inequality:

τΓ(B1 +B2)∗ > τΓ(B1)∗ + τΓ(B2)∗

as above.

Remark 3.1.5. The function τΓ(·) is expressed also by

τΓ(B) = max{t ∈ R>0 | [B − tΓ] ∈ Eff(X)}.

Proof. First we note that on the right hand side of the equality we have that

the sup{t ∈ R>0 | [B− tΓ] ∈ Eff(X)} is a max because Eff(X) is a closed

cone.

First we have to show that

sup{multΓE | E ∈ |B|num} 6 max{t > 0 |[ B − tΓ] ∈ Eff(X)}.

This is simple because, for all E ∈ |B|num, B − (multΓE)Γ ≡num E −
(multΓE)Γ > 0, then

[B − (multΓE)Γ] ∈ Eff(X).
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Hence

[B − sup
E
{multΓE}Γ] ∈ Eff(X)

because Eff(X) is closed.

Now it is sufficient to show the other inequality.

If B−tΓ is pseudo-effective then for all ε > 0 we have that B−tΓ+εB =

Bε is big by Remark 1.3.25. Then (1 + ε)B = tΓ + Bε. Now Bε is big,

then there exists ∆ε > 0 such that ∆ε ≡num Bε. Then (1 + ε)B ≡num
tΓ + ∆ε, hence B ≡num t

(1+ε)Γ + 1
(1+ε)∆ε ∈ Eff(X). Hence t

1+ε 6 t 6

sup{multΓE | E ∈ |B|num} for all ε.

In particular, B − τΓ(B)Γ is pseudo-effective but not big, in fact B −
τΓ(B)Γ− εΓ is not pseudo-effective (hence it is not big) for all 0 < ε� 1.

For t < τΓ(B), we have τΓ(B − tΓ) = τΓ(B) − t, obviously by the al-

ternative definition. The inequality (B − τΓ(B)Γ) · An−1 > 0 holds for any

ample divisor A. In particular

τΓ(B) 6
B ·An−1

Γ ·An−1
<∞. (3.2)

Remark 3.1.6. For all prime divisor Γ and for all big divisor B, we have

that B − σΓ(B)Γ is pseudo-effective.

Proof. Since σΓ(B) 6 τΓ(B), then B − σΓ(B)Γ = B − τΓ(B)Γ + (τΓ(B) −
σΓ(B))Γ, but B − τΓ(B)Γ is pseudo-effective by Remark 3.1.5, (τΓ(B) −
σΓ(B))Γ is an effective R-divisor, hence by the convexity of the pseudo-

effective cone we have that B − σΓ(B)Γ is pseudo-effective.

Remark 3.1.7. The following equalities and inequalities hold for the func-

tions σΓ(·)∗ and τΓ(·)∗:

σΓ(B) 6 σΓ(B)Q 6 1
mσΓ(mB)Z, τΓ(B) > τΓ(B)Q > 1

mτΓ, (mB)Z,

σΓ(qB)Q = qσΓ(B)Q τΓ(qB)Q = qτΓ(B)Q

σΓ(tB) = tσΓ(B) τΓ(tB) = tτΓ(B)

for m ∈ N, q ∈ Q>0, and t ∈ R>0.
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Proof. We have that σΓ(B) 6 σΓ(B)Q because |B|Q ⊂ |B|num, and σΓ(B)Q 6
1
mσΓ(mB)Z because 1

m |mB| ⊂
⋃
m∈N

1
m |mB| = |B|Q, by the definition of

σΓ(·)∗.
If ∆ ∈ |B|Q, then we have that q∆ ∈ |qB|Q, for all q ∈ Q. In the same

way, if ∆ ∈ |B|num, then we have that t∆ ∈ |tB|num, for all t ∈ R.

For τΓ(·)∗ we can proceed in the specular way.

Lemma 3.1.8. Let d be a positive integer and let f be a function N>d → R
such that

f(k1 + k2) 6 f(k1) + f(k2)

for any k1, k2 > d. Furthermore, suppose that the sequence {f(k)/k} for

k > d is bounded below. Then the limit limk→∞ f(k)/k exists.

The following simple proof is due to S.Mori:

Proof. Let us fix a sequence of integer {lk} such that for all k, lk > d and

limk→∞
f(lk)
lk

= lim infm
f(m)
m . For all k, an integer m > lk has an expression

m = qlk + r for 0 6 q ∈ Z and lk 6 r 6 2lk − 1. Thus f(m) 6 qf(lk) + f(r).

Hence

f(m)
m

6
qf(lk) + f(r)

qlk + r
= (

qlk
qlk + r

)
f(lk)
lk

+ (
r

qlk + r
)
f(r)
r
.

By taking m→∞, we have:

lim sup
m→∞

f(m)
m

6
f(lk)
lk

.

Hence by taking k →∞ we have that lim supm→∞
f(m)
m 6 lim infm→∞

f(m)
m .

Thus the limit exists.

By Lemma 3.1.8 and Remark 3.1.7 we have the following inequalities

σΓ(B)Q 6 lim inf
N3m→∞

1
m
σΓ(mB)Z = lim

N3m→∞

1
m
σΓ(mB)Z, (3.3)

τΓ(B)Q > lim sup
N3m→∞

1
m
τΓ(mB)Z = lim

N3m→∞

1
m
τΓ(mB)Z. (3.4)
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Lemma 3.1.9. Let B be a big R-divisor and Γ a prime divisor.

1. σΓ(A)Q = 0 for any ample R-divisor A.

2. limε→0 σΓ(B + εA) = σΓ(B) and limε→0τΓ(B + εA) = τΓ(B) for any

ample R-divisor A.

3. σΓ(B)Q = σΓ(B) and τΓ(B)Q = τΓ(B).

4. The R-divisor Bo := B − σΓ(B)Γ satisfies σΓ(Bo) = 0 and σΓ′(Bo) =

σΓ′(B) for any other prime divisor Γ′. Furthermore, Bo is also big.

5. Let Γ1,Γ2, . . . ,Γn be mutually distinct prime divisors with σΓi(B) = 0

for all i. Then, for any ε > 0, there is an effective R-divisor ∆ ∈ |B|Q
such that multΓi∆ < ε for any i.

Proof. 1) By (3.1) it suffices to show σΓ(tA)Q = 0 for any t ∈ R>0, and

for every ample effective divisor A. The equality holds for t ∈ Q, by the

ampleness of A, in fact there exists m > 0 such that |mA| has no fixed

component by the ampleness, then mA ≡
∑s

i=1 aiΓi with Γi 6= Γ, then

σΓ(mA)Z = 0, hence by Remark 3.1.7 we have that σΓ(A)Q = 0.

Hence even for t 6∈ Q,we have, for q ∈ Q>0, that

σΓ(tA)Q = σΓ((t− q)A+ qA)Q 6

6 σΓ((t− q)A) 6 (t− q)multΓA

then

σΓ(tA)Q 6 lim
Q3q→t

(t− q)multΓA = 0

2) First we see that the limits have sense. Moreover we prove that

for all pseudo-effective R-divisor D and for all A ample divisor, the limits

limε→0 σΓ(D + εA) and limε→0 τΓ(D + εA) exist.

First we start with τΓ-function.

By Remark 3.1.5, τΓ(B) := max{t > 0 | [B − tΓ] ∈ Eff(X)}, then it is

obvious that we can extend this definition to pseudo-effective R-divisors in

a continuous way. Then the limit exists.

Now we take σΓ-function.
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If 0 < t′ < t, using Remark 3.1.3 and (1), we have that

σΓ(D + tA)− σΓ(D + t′A) =

= σΓ(D + t′A+ (t− t′)A)− σΓ(D + t′A) 6

6 σΓ(D + t′A) + σΓ((t− t′)A)− σΓ(D + t′A) =

= σΓ((t− t′)A) = 0,

because (t−t′) > 0 and A is ample. Then we have σΓ(D+tA) 6 σΓ(D+t′A),

then σΓ(D + tA) is a monotone function. But now we know that for all t,

σΓ(D + tA) 6 τΓ(D + tA), then for all t 6 1 we have that

σΓ(D + tA) 6 τΓ(D + tA) 6

6
(D + tA) ·An−1

Γ ·An−1
6

(D +A) ·An−1

Γ ·An−1
<∞.

Therefore this is a bounded monotone function, then it has limit.

Now τΓ(B + εA) > τΓ(B) and σΓ(B + εA) 6 σΓ(B) for any ε ∈ R>0,

since σΓ(εA) = 0. There exists a number δ ∈ R>0 and an effective R-divisor

∆ satisfying B ≡lin,Q δA+ ∆ by [8, II,3.16]. The inequalities

(1 + ε)σΓ(B) 6 σΓ(B + εδA) + εmultΓ∆,

(1 + ε)τΓ(B) > τΓ(B + εδA) + εmultΓ∆,

follow from (1 + ε)B ≡ B + εδA+ ε∆. Thus we have 2) by taking ε→ 0.

3) Let A be a very ample divisor. Then τΓ(B + εA)Q > τΓ(B)Q and

σΓ(B+ εA)Q 6 σΓ(B)Q for any ε ∈ Q>0. There exists an effective R-divisor

∆ such that B ≡lin,Q δA+ ∆ for some δ ∈ Q>0. The inequalities

(1 + ε)σΓ(B)Q 6 σΓ(B + εδA)Q + εmultΓ∆,

(1 + ε)τΓ(B)Q > τΓ(B + εδA)Q + εmultΓ∆,

follow from (1 + ε)B ≡ B + εδA+ ε∆. Thus we have

σΓ(B)Q = lim
Q3ε→0

σΓ(B + εA)Q and τΓ(B)Q = lim
Q3ε→0

τΓ(B + εA)Q (3.5)

The inequalities σΓ(B)Q > σΓ(B) and τΓ(B)Q 6 τΓ(B) follow from Remark

3.1.7. For an effective R-divisor ∆ ∈ |B|num, B + εA −∆ is ample for any
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ε ∈ Q>0. Here σΓ(B+ εA−∆)Q = 0 by 1) and limε→0 τΓ(B+ εA−∆)Q = 0

by (3.2). Therefore, by (3.5), we have σΓ(B)Q 6 multΓ∆ 6 τΓ(B)Q. Thus

the equalities in 3) hold.

4) If ∆ ∈ |mB| for some n ∈ N, then multΓ∆ > σΓ(mB)Z > mσΓ(B).

Hence ∆−mσΓ(B)Γ ∈ |mBo|. In particular, |Bo|Q +σΓ(B)Γ = |B|Q, which

implies the first half assertion of 4). To see that Bo is big we will prove the

isomorphisms |bmBc| ∼= |bmBoc| and we will use [8, II 3.7].

In fact if Bo =
∑

i biΓi + bΓ with Γi 6= Γ for all i, then B =
∑

i biΓi +

(b + σ)Γ where σ = σΓ(B). Hence mB =
∑

imbiΓi + m(b + σ)Γ and

bmBc =
∑

ibmbicΓi + bm(b + σ)cΓ, but bmb + mσc = bmbc + bmσc + v,

where v = 0 or v = 1, then

bmBc =
∑
i

bmbicΓi + (bmbc+ bmσc+ v)Γ =

= bmBoc+ (bmσc+ v)Γ.

Similarly

〈mB〉 = mB − bmBc =

= mBo +mσΓ− bmBoc − (bmσc+ v)Γ =

= 〈mBo〉+ (〈mσ〉 − v)Γ.

First we note that the equality bmBc = bmBoc+ (bmσc+ v)Γ gives the

inclusion |bmBoc| ⊂ |bmBc| naturally.

Now let ∆ ∈ |bmBc|, we have to show that there exists an effective

∆1 ∈ |bmBoc| such that ∆ = ∆1 + (bmσc + v)Γ. Hence let ∆ ∈ |bmBc|,
then ∆ + 〈mB〉 is effective and ∆ + 〈mB〉 ≡lin bmBc+ 〈mB〉 = mB. Hence

mσ 6 multΓ(∆ + 〈mB〉) = multΓ∆ +multΓ〈mB〉 =

= multΓ∆ +multΓ〈mBo〉+ 〈mσ〉 − v.

Then

multΓ∆ > mσ −multΓ〈mBo〉 − 〈mσ〉+ v

therefore

multΓ∆− bmσc − v +multΓ〈mBo〉 > 0.
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But now multΓ∆−bmσc− v ∈ Z and multΓ〈mBo〉 ∈ [0, 1), then multΓ∆−
bmσc − v +multΓ〈mBo〉 > 0 if and only if multΓ∆− bmσc − v > 0.

Now ∆1 := ∆− (bmσc+ v)Γ > 0, and

∆1 = ∆− (bmσc+ v)Γ ≡lin

≡lin bmBc − (bmσc+ v)Γ = bmBoc.

Hence there is an injective map |bmBc| ↪→ |bmBoc|.
5) There exist a number m ∈ N and effective R-divisors ∆i ∈ |mB|

for 1 6 i 6 l such that multΓi∆i < mε. For an R-divisor ∆ ∈ |mB|, the

condition: multΓi∆ < mε, is a Zariski-open condition in the projective space

|mB|. Thus we can find an R-divisor ∆ ∈ |mB| satisfying multΓi∆ < mε

for any i.

Lemma 3.1.10. Let D be a pseudo-effective R-divisor of X.

1. For any ample R-divisor A,

lim
ε→0

σΓ(D + εA) 6 lim
ε→0

τΓ(D + εA) 6
D ·An−1

Γ ·An−1
< +∞.

2. The limits limε→0 σΓ(D + εA) and limε→0 τΓ(D + εA) do not depend

on the choice of ample divisors A.

Proof. 1) In the proof of Lemma 3.1.9 (2) we proved that the limits have

sense, then this is a consequence of (3.2).

2) Let A′ be another ample R-divisor. Then there are an effective R-

divisor ∆ and a positive number δ such that A′ ≡num δA+ ∆ by Theorem

1.3.11. Hence we have

σΓ(D + εδA) + εmultΓ∆ > σΓ(D + εA′),

τΓ(D + εδA) + εmultΓ∆ 6 τΓ(D + εA′).

They induce inequalities limε→0 σΓ(D + εA) > limε→0 σΓ(D + εA′) and

limε→0 τΓ(D + εA) 6 limε→0 τΓ(D + εA′). Changing A with A′, we have

the equalities.
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Definition 3.1.11. For a pseudo-effective R-divisor D and a prime divisor

Γ, we define

σΓ(D) := lim
ε→0

σΓ(D + εA) and τΓ(D) := lim
ε→0

τΓ(D + εA).

Note that if D ≡num D′, then σΓ(D) = σΓ(D′) and τΓ(D) = τΓ(D′).

In particular, σΓ and τΓ are functions on the closed convex cone Eff(X).

Here, σΓ is lower convex and τΓ is upper convex. Obviously, we have another

expression of τΓ:

τΓ(D) = max{t ∈ R>0 | D − tΓ ∈ Eff(X)}.

Remark 3.1.12. Let D,D′ ∈ Eff(X), then σΓ(D+D′) 6 σΓ(D)+σΓ(D′).

Proof. Let D,D′ ∈ Eff(X), and let A be an ample divisor. Then

σΓ(D +D′) = lim
ε→0

σΓ(D +D′ + εA) 6

6 lim
ε→0

(σΓ(D +
ε

2
A) + σΓ(D′ +

ε

2
A)) =

= lim
ε→0

σΓ(D +
ε

2
A) + lim

ε→0
σΓ(D +

ε

2
A) =

= σΓ(D) + σΓ(D′).

Remark 3.1.13. For all prime divisor Γ, we have that for all pseudo effec-

tive R-divisor D, then we have that D − σΓ(D)Γ is pseudo-effective.

Proof. σΓ(D) 6 τΓ(D), then we have D−σΓ(D)Γ = D−τΓ(D)Γ+(τΓ(D)−
σΓ(D))Γ, but D−τΓ(D)Γ is pseudo effective, (τΓ(D)−σΓ(D))Γ is an effective

R-divisor, then D − σΓ(D)Γ is pseudo-effective.

Lemma 3.1.14. 1. σΓ : Eff(X) → R>0 is lower semi-continuous and

τΓ : Eff(X) → R>0 is upper semi-continuous. Both functions are

continuous on Big(X).

2. limε→0 σΓ(D + εE) = σΓ(D) and limε→0 τΓ(D + εE) = τΓ(D) for any

pseudo-effective R-divisor E.
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3. Let Γ1, . . . ,Γl be mutually distinct prime divisors such that σΓi(D) = 0.

Then, for any ample R-divisor A, there exists an effective R-divisor ∆

such that ∆ ≡lin,Q D +A and Γi 6⊂ Supp(∆) for any i.

Proof. 1) Let {Dn}n∈N be a sequence of pseudo-effective R-divisors such

that [Dn] are convergent to [D]. Let us take a norm || · || for the finite-

dimensional real vector space N 1(X)R and let Ur be the open ball {e ∈
N 1(X)R | ||e|| < r} for r ∈ R>0. We fix an ample R-divisor A on X. Then,

for any r > 0, there is a number n0 such that [D − Dn] ∈ Ur for n > n0.

For any ε > 0, there is an r > 0 such that Ur + εA is contained in the

ample cone Amp(X) by Remark 1.2.13. Applying the triangle inequalities

to D + εA = (D −Dn + εA) +Dn, we have

σΓ(D) = lim
ε→0

σΓ(D + εA) 6 lim inf
n→∞

σΓ(Dn),

τΓ(D) = lim
ε→0

τΓ(D + εA) > lim sup
n→∞

τΓ(Dn).

In fact σΓ(D + εA) 6 σΓ(D − Dn + εA) + σΓ(Dn) = σΓ(Dn), because

(D−Dn + εA) is ample (for τΓ it is sufficient the positivity of the function).

Next assume that D is big. Then there is a positive number δ such

that D − δA is still big by Corollary 1.3.19. We can take r1 > 0 such that

D − δA + Ur1 ⊂ Big(X) by the openness of the big cone. For any ε > 0

there is a real number r ∈ (0, r1) such that Ur + εA ⊂ Amp(X). Applying

the triangle inequalities to Dn + (ε − δ)A = (Dn −D + εA) + D − δA, for

ε < δ, we have

lim sup
n→∞

σΓ(Dn) 6 σΓ(D − δA) and lim inf
n→∞

τΓ(Dn) > τΓ(D − δA),

as above. Hence it is enough to show

lim
t→0

σΓ(D − tA) = σΓ(D) and lim
t→0

τΓ(D − tA) = τΓ(D).

Since D−δA is big, there exists an effective R-divisor ∆ with D−δA ≡num ∆

by Remark 1.3.21. Hence D− tδA ≡num (1− t)D+ t∆ for any t > 0, which

induce

σΓ(D − tδA) 6 (1− t)σΓ(D) + tmultΓ∆,

τΓ(D − tδA) > (1− t)τΓ(D) + tmultΓ∆.
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By taking t→ 0, we are done.

2) By 1), we have lim infε→0 σΓ(D+εE) > σΓ(D) and lim supε→0 τΓ(D+

εE) 6 τΓ(D). On the other hand, σΓ(D + εE) 6 σΓ(D) + εσΓ(E) and

τΓ(D + εE) > τΓ(D) + ετΓ(E) for any ε > 0. Thus we have the other

inequalities by taking ε→ 0.

3) Let us take m ∈ N such that mA + Γi is ample for any i. For any

small ε > 0, there exist positive rational numbers λ, {δi}, and an effective

R-divisor B such that B +
∑l

i=1 δiΓi ≡lin,Q D + λA, Γi 6⊂ SuppB for any i,

and m(
∑

i δi) + λ < ε. Then

B +
l∑

i=1

δi(mA+ Γi) ≡lin,Q D + (m
l∑

i=1

δi + λ)A.

Thus we can find an expected effective R-divisor.

Lemma 3.1.15. Let D be a pseudo-effective R-divisor, Γ1, . . . ,Γl mutually

distinct prime divisors, and let s1, . . . , sl be real numbers with 0 6 si 6

σΓi(D). Then σΓi(D −
∑l

j=1 sjΓj) = σΓi(D)− si for all i.

Proof. If D is big, for simplicity we write σi = σΓi(D), and we take ∆ an

effective R-divisor such that ∆ ≡num D. Then

multΓi∆ > σi > si

for all i. Hence ∆ −
∑

j sjΓj > 0 and ∆ −
∑

j sjΓj ≡num D −
∑

j sjΓj ,

therefore multΓi(∆ −
∑

j sjΓj) > σΓi(D −
∑

j sjΓj), then multΓi∆ − si >

σΓi(D−
∑

j sjΓj) for all ∆ ≡num D, ∆ > 0 and for all i. Then σΓi(D)−si >

σΓi(D −
∑

j sjΓj) for all i.

Now let ∆ > 0 such that ∆ ≡num D−
∑

j sjΓj then ∆+
∑

j sjΓj ≡num D,

hence multΓi(∆ +
∑

j sjΓj) > σΓi(D), therefore multΓi∆ + si > σΓi(D), for

all ∆ ≡num D −
∑

j sjΓj , then σΓi(D)− si 6 σΓi(D −
∑

j sjΓj).

If D is not big, let ε > 0 be a real number satisfying si > ε for any i with

si > 0. We define s(ε) to be the following number:

si(ε) :=

{
si − ε if si > 0

0 if si = 0.

Let us consider R-divisors E := D −
∑l

j=1 sjΓj and E(ε) := D −∑l
j=1 sj(ε)Γj . There exist an ample R-divisor A and a real number δ > 0



58 CHAPTER 3. σ-DECOMPOSITION

satisfying σΓi(D+δA) > si(ε) for all i, in fact if we fix an ample divisor A and

we take σΓi(D+ 1
nA), by the proof of Lemma 3.1.9 (2) we have that σΓi(D+

1
nA) → σΓi(D), then we can take n := maxi{min{n such that |σΓi(D) −
σΓi(D + 1

nA)| < ε}}.
Then E(ε) + δA is also big by Remark 1.3.25 and σΓi(E(ε) + δA) =

σΓi(D+δA)−si(ε). Thus σΓi(E(ε)) = limδ→0 σΓi(E(ε)+δA) = σΓi(D)−si(ε)
by Lemma 3.1.14 (2). Then σΓi(E) 6 σΓi(D) − si by the semi-continuity

shown in Lemma 3.1.14 (1). On the other hand, σΓi(D) 6 σΓi(E) + si

follows from D = E +
∑l

j=1 sjΓj by the lower convexity of σΓi .

Corollary 3.1.16. Let D be a pseudo-effective R-divisor and let Γ1, . . . ,Γl
be mutually distinct prime divisors with σΓi(D) > 0 for any i. Then, for

si ∈ R>0,

σΓi(D +
∑

sjΓj) = σΓi(D) + si.

Proof. Let E be the R-divisor D+
∑
sjΓj and let σi = σΓi(D). For 0 < c <

1, we have

(1− c)(D −
∑

σjΓj) + cE = D +
∑

(−(1− c)σj + csj)Γj .

Let c be a number with 0 < c < σi
(si+σi)

for any i. Then −σi < −(1− c)σi +

csi < 0 and s′i := (1 − c)σi + csi < σi. By Lemma 3.1.15, we infer that

σΓi(E) > σi + si:

In fact σΓi(D −
∑

j s
′
jΓj) = σΓi(D)− s′i = σi − s′i but

σΓi(D −
∑
j

s′jΓj) = σΓi((1− c)(D −
∑

σjΓj) + cE) 6

6 (1− c)σΓi(D −
∑
j

σjΓj) + cσΓi(E) 6 cσΓi(E),

because σΓi(D −
∑

j σjΓj) = 0 by Lemma 3.1.9 (4). Now

cσΓi(E) > σi − s′i = σi − (1− c)σi + csi =

= c(σi + si)

then σΓi(E) > σi + si.

The other inequality is derived from the lower convexity of σΓ, that is

σΓ(E) 6 σΓ(D) + σΓ(
∑

j sjΓj).
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Proposition 3.1.17. Let D be a pseudo-effective R-divisor and let Γ1, . . . ,Γl
be mutually distinct prime divisors of X with σΓi(D) > 0 for any i. Then

σΓi(
l∑

j=1

xjΓj) = xi

for any x1, . . . , xl ∈ R>0. In particular, [Γ1], . . . , [Γl] are linearly indepen-

dent in N 1(X)R.

Proof. Let us take α ∈ R>0 with σΓi(D) > αxi for any i. Then by Remark

3.1.13 we have that D−α
∑
xjΓj is pseudo-effective and by Remark 3.1.12

σΓi(D) 6 σΓi(D − α
∑

xjΓj) + ασΓi(
∑

xjΓj).

Thus the equality σΓi(
∑
xjΓj) = xi follows from Lemma 3.1.15. Suppose

that there is a linear relation

s∑
i=1

aiΓi ≡
l∑

j=s+1

bjΓj

for some ai, bj ∈ R>0 and for some 1 6 s < l. Then

ak = σΓk
(
s∑
i=1

aiΓi) = σΓk
(

l∑
j=s+1

bjΓj) = 0

for k 6 s. Hence ai = bj = 0 for all i, j.

Corollary 3.1.18. For any pseudo-effective R-divisor D, the number of

prime divisors Γ satisfying σΓ(D) > 0 is less than the Picard number ρ(X).

3.2 Zariski decomposition problem

Definition 3.2.1. Let D be a pseudo-effective R-divisor of a non–singular

projective variety X. We define

Nσ(D) :=
∑

σΓ(D)Γ,

and Pσ(D) := D −Nσ(D).

The decomposition D = Pσ(D) + Nσ(D) is called the σ-decomposition

of D. Here, Pσ(D) and Nσ(D) are called the positive and the negative parts

of the σ-decomposition of D, respectively.
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Definition 3.2.2. Let Mv′(X) be the convex cone in N 1(X)R generated by

[D] of all the fixed part free divisors D ( |D|fix = 0). We denote its closure

by Mv(X) and the interior of Mv(X) by Mv(X). The cones Mv(X) and

Mv(X) are called the movable cone and the strictly movable cone, respec-

tively. An R-divisor D is called movable if [D] ∈Mv(X).

Remark 3.2.3. There are inclusions Nef(X) ⊂ Mv(X) ⊂ Eff(X) and

Amp(X) ⊂Mv(X) ⊂ Big(X).

Proof. First we note that Amp(X) ⊂ Mv(X), because if A is an ample

integral divisor, there exists an m � 0 such that mA is very ample, then

|mA| has no fixed component, hence [mA] is in Mv′(X), but Mv′(X) is a

cone, then [A] is in Mv′(X) (then Amp(X) ⊂Mv′(X), but Amp(X) is open

by Remark 1.2.13, then Amp(X) ⊂ Int(Mv(X))).

For the other inclusion we note that if [D] is in the strictly movable

cone then [D] is an effective class, because the linear series |D| 6= ∅. Then

Mv(X) ⊂ Eff(X) ⊂ Eff(X), then Mv(X) ⊂ Int(Eff(X)) = Big(X),

by Theorem 1.3.24.

Now taking the closures of the open cones we have Nef(X) ⊂Mv(X) ⊂
Eff(X).

Proposition 3.2.4. Let D be a pseudo-effective R-divisor.

1. Nσ(D) = 0 if and only if D is movable.

2. If D −∆ is movable for an effective R-divisor ∆, then ∆ > Nσ(D).

Proof. 1) Assume that Nσ(D) = 0. Then, by the proof of Lemma 3.1.14 (3),

we infer that [D+A] ∈Mv′(X) for any ample R-divisor A. In fact, for all Γ,

Γ is not a fixed component of [D+A], because by σΓ(D) = 0 we know that

there exists ∆ ∈ [D + A] such that Γ 6⊂ Supp(∆). Therefore [D] ∈ Mv(X)

because for all A ample divisor, limn→∞[D + 1
nA] = [D]. If [D] ∈ Mv′(X)

then we can write D ≡num
∑s

i=1 aiΓi with Γi 6= Γ, then σΓ(D) = 0 for all

Γ. Now, by Lemma 3.1.14 (1), that is the lower semi-continuity of σΓ, we

know that σΓ(D) = 0, for all D ∈Mv(X).

2) By (1), Nσ(D−∆) = 0. Thus σΓ(D) 6 σΓ(D−∆)+σΓ(∆) 6 multΓ∆

for any prime divisor Γ. Therefore Nσ(D) 6 ∆.
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Lemma 3.2.5. Let D be a pseudo-effective R-divisor, Γ a prime divisor,

and ∆ an effective R-divisor with ∆ 6 Nσ(D). Then

τΓ(D) = τΓ(D −∆) +multΓ∆.

In particular, τΓ(D) = τΓ(Pσ(D)) + σΓ(D).

Proof. We know τΓ(D) > σΓ(D) > multΓ∆. If D − tΓ is pseudo-effective

for some t ∈ R>0, then σΓ′(D − tΓ) > σΓ′(D) > multΓ′∆ for any prime

divisor Γ′ 6= Γ. We claim that D−∆ is pseudo-effective. To see this, we set

∆ =
∑s

i=1(multΓi∆)Γi and we argue by induction on s:

For s = 1, D − (multΓ1∆)Γ1 is pseudo-effective by Remark 3.1.6.

If 1 6 r < s and D −
∑r

i=1(multΓi∆)Γi is pseudo-effective then

σΓr+1(D −
r∑
i=1

(multΓi∆)Γi) > σΓr+1(D) > multΓr+1∆,

hence D −
∑r

i=1(multΓi∆)Γi − (multΓr+1∆)Γr+1 = D −
∑r+1

i=1 (multΓi∆)Γi
is pseudo-effective by Remark 3.1.6. Hence D −∆ is pseudo-effective.

Now suppose Γ = Γ1 for simplicity. For all t such that D − tΓ1 is

pseudo-effective, we have that

D − tΓ1 −
s∑
i=2

(multΓi∆)Γi =

= D − tΓ1 + (multΓ1∆)Γ1 − (multΓ1∆)Γ1 −
s∑
i=2

(multΓi∆)Γi =

= D −∆ + (multΓ1∆− t)Γ1

is pseudo-effective as above.

If t > multΓ1∆, then we have that t −multΓ∆ 6 τΓ1(D −∆), else the

inequality is obvious. In particular we have that

τΓ1(D)−multΓ1∆ 6 τΓ1(D −∆).

On the other hand,

D −∆− τΓ1(D −∆)Γ1 6 D − (τΓ1(D −∆) +multΓ1∆)Γ1.
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Then D − (τΓ1(D −∆) +multΓ1∆)Γ1 is pseudo-effective, because

D − (τΓ1(D −∆) +multΓ1∆)Γ1 − (D −∆− τΓ1(D −∆)Γ1) > 0

is effective, D−∆− τΓ1(D−∆)Γ1 is pseudo-effective by Remark 3.1.5 then

we know that the sum of two pseudo-effective is pseudo-effective, then

D − (τΓ1(D −∆) +multΓ1∆)Γ1 =

= D − (τΓ1(D −∆) +multΓ1∆)Γ1 − (D −∆− τΓ1(D −∆)Γ1)+

+(D −∆− τΓ1(D −∆)Γ1)

is pseudo-effective.

Therefore D − (τΓ1(D −∆) +multΓ1∆)Γ1 is pseudo-effective, hence

τΓ1(D −∆) +multΓ1∆ 6 τΓ1(D).

Thus, for all Γ, we have the equality

τΓ(D −∆) +multΓ∆ = τΓ(D).

Definition 3.2.6. The σ-decomposition D = Pσ(D) +Nσ(D) for a pseudo-

effective R-divisor is called a Zariski decomposition if Pσ(D) is nef.

Remark 3.2.7. If X is a surface, then the movable cone Mv(X) coincides

with the nef cone Nef(X). Therefore Proposition 3.2.4 implies that the

σ-decomposition of a pseudo-effective R-divisor D is nothing but the usual

Zariski decomposition.

Proof. If [D] ∈Mv′(X) then we have that D ·C > 0 for all curve C, because

we can write D =
∑
αiΓi with Γi 6= C, then Mv′(X) ⊂ Nef(X). Hence

we have that Mv(X) ⊂ Nef(X), therefore Mv(X) = Nef(X) by Remark

3.2.3.

Let D = PD + ND be the Zariski decomposition of D (Theorem 2.2.8),

and let D = Pσ(D) + Nσ(D) be the σ-decomposition. For simplicity we

set Pσ := Pσ(D) and Nσ := Nσ(D). Then ND is effective, D − ND = PD

is nef, therefore by Remark 3.2.3, [PD] is movable, hence by Proposition
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3.2.4 (2) ND > Nσ. Now we have that PD = D − ND 6 D − Nσ = Pσ,

hence Pσ 6 Pσ + Nσ = D = PD + ND, then 0 6 Pσ − PD 6 ND, therefore

Supp(Pσ − PD) ⊆ Supp(ND). Hence by Theorem 2.2.8 automatically the

intersection matrix of Pσ−PD is negative definite and for all Γ ∈ Supp(Pσ−
PD), then PD · Γ = 0.

Thus PD and Pσ − PD are the positive and the negative part of the

Zariski decomposition of Pσ. But Pσ is pseudo-effective by Remark 3.1.13

and Nσ(Pσ) = 0 by Lemma 3.1.15, then by Proposition 3.2.4 (1) we know

that Pσ is movable. As we are on a surface, we get that Pσ is nef by what

we proved above. Then Pσ has no negative part, therefore Pσ − PD = 0,

hence Pσ = PD and Nσ = ND.

Therefore the σ-decomposition on a surface is nothing but the usual

Zariski decomposition.

Remark 3.2.8. If Pσ(D) is nef, then the σ-decomposition is a Zariski de-

composition in the sense of Fujita (our second chapter). It is not clear that

Zariski decomposition in the sense of Fujita is a σ-decomposition.

Remark 3.2.9. The following properties are immediate consequences of the

definition and Remark 3.1.7. If D′ and D′′ are pseudo-effective R-divisors,

then

Nσ(D′) +Nσ(D′′) > Nσ(D′ +D′′),

then

Pσ(D′) + Pσ(D′′) 6 Pσ(D′ +D′′).

Let D be a pseudo-effective R-divisor. Then for any t ∈ R>0 we have

Nσ(tD) = tNσ(D)

and

Pσ(tD) = tPσ(D).

Lemma 3.2.10. Let D be a nef R-divisor on a non-singular projective sur-

face X with D2 = 0. Then there exist at most finitely many irreducible

curves C with C2 < 0 such that D − εC is pseudo-effective for some ε > 0.
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Proof. We may assume that D 6≡ 0. Let S = SD be the set of such curves C.

For C1 ∈ S, let α1 > 0 be a number with D − α1C1 being pseudo-effective.

Then 0 = D2 > (D−α1C1) ·D > 0. Hence D ·C1 = 0 and (D−α1C1)2 < 0.

Hence D − α1C1 is not nef. Let N1 be the negative part of the Zariski-

decomposition of D − α1C1 and let F1 := α1C1 + N1. Then L1 := D − F1

is nef and

0 = D2 = D · F1 +D · L1 > F1 · L1 + L2
1 > L2

1 > 0.

Any prime component Γ of F1 is an element of S. Further, D · Γ = L1 · Γ =

F1 · Γ = 0.

We assume by the way of contradiction that ]S =∞.

Let C2 be a curve belonging to S but not contained in Supp(F1). Sim-

ilarly let α2 > 0 be a number with D − α2C2 being pseudo-effective, N2

the negative part of the Zariski-decomposition of D − α2C2, and let F2 the

R-divisor α2C2 +N2. Then as above we have that D · C2 = 0, hence

0 = D · C2 = L1 · C2 + F1 · C2.

Now L1 is nef and C2 6∈ Supp(F1), then L1 · C2 = F1 · C2 = 0, that is

Γ · C2 = 0 for all Γ ∈ Supp(F1). Hence we have that C2 is orthogonal at

every Γ contained in Supp(F1), in particular C2 is orthogonal at C1.

Now let C3 be a curve belonging to S but not contained in Supp(F1) ∪
Supp(F2), then as above C3 is orthogonal at C1 and at C2. Hence we have a

contradiction, because for all i we have that Supp(Fi) is the union of finitely

many irreducible curves, but we can find only a finite number of curves Ci
as above, by the finite dimension of N 1(X)R.

Hence S is finite.

We shall show the following continuity mentioned before:

Proposition 3.2.11. The function σΓ : Eff(X)→ R>0 for a prime divisor

Γ on a non-singular projective surface X is continuous.

Proof. We may assume that D is not big by Lemma 3.1.14 (1). Let {Dn}n∈N

be a sequence of pseudo-effective R-divisors such that [D] = limn→∞[Dn]. If
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Γ is an irreducible curve with σΓ(D) > 0, then σΓ(D) 6 σΓ(Dn) except for

finitely many n as in the proof of Lemma 3.1.14 (1). In fact we know that

if we fix an ample A then σΓ(D + εA) 6 σΓ(Dn), then for n > n0

σΓ(D) := lim
ε→0

σΓ(D + εA) 6 σΓ(Dn).

In particular Dn − σΓ(D)Γ is pseudo-effective for n > n0 by Remark 3.1.6.

Hence we may assume that σΓ(D) = 0 and moreover that D is nef by

Remark 3.2.7. But D is not big, hence D2 = 0 by Theorem 1.3.16. We set

Nn := Nσ(Dn). Then we claim that N∞ :=
∑

i{lim supn σΓi(Dn)}Γi exists.

In fact if lim supσΓ(Dn) = ε > 0, then there exists {jn}n∈N such that

limn→∞ σΓ(Djn) = ε. Then for all α such that 0 < α < ε, we have that

σΓ(Djn) > α, hence Γ2 < 0, because Γ is a component of the negative part

of the Zariski decomposition of Djn by Remark 3.2.7 and Theorem 2.2.8.

Then

Djn − αΓ = Djn − σΓ(Djn)Γ + (σΓ(Djn)− α)Γ,

but Djn−σΓ(Djn)Γ is pseudo-effective and (σΓ(Djn)−α)Γ is an effective R-

divisor. Hence Djn −αΓ is pseudo-effective, then D−αΓ is pseudo-effective

by the closure of Eff(X). Therefore there exists a finite number of such Γ.

Here, D −N∞ is nef. If N∞ 6= 0, then N2
∞ < 0, since SuppN∞ ⊂ SuppNn

for some n. However, N2
∞ = 0 follows from

0 = D2 > (D −N∞) ·D > (D −N∞)2 > 0.

Therefore, N∞ = 0 and σΓ is continuous.
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