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Abstract

We prove the existence of an almost full measure set of (3n — 2)-dimensional quasi periodic
motions in the planetary problem with (1 + n) masses, with eccentricities arbitrarily close to the
Levi-Civita limiting value and relatively high inclinations. This solves a question posed by V. I.
Arnold in the 60s and extends previous results, where smallness of eccentricities and inclinations
was assumed. The proof exploits nice parity properties of a new set of coordinates for the planetary
problem, which reduces completely the number of degrees of freedom for the system (in particular,
its degeneracy due to rotations) and, moreover, is well fitted to its reflection invariance. It allows the
explicit construction of an associated close to be integrable system, replacing Birkhoff normal form,
common tool of previous literature.
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1 Background and results

In recent years, substantial progress on a statement by Vladimir Igorevich Arnold concerning the
stability of the planetary system has been achieved [22, 2, 23, 33, 20, 14, 27, 9].

It sounds as follows.

“For the majority of initial conditions under which the instantaneous orbits of the planets are
close to circles lying in a single plane, perturbation of the planets on one another produces, in
the course of an infinite interval of time, little change on these orbits provided the masses of the
planets are sufficiently small. [...] In particular [...] in the n-body problem there exists a set of
initial conditions having a positive Lebesgue measure and such that, if the initial positions and
velocities of the bodies belong to this set, the distances of the bodies from each other will remain
perpetually bounded.” [2, Chapter III, p. 125].

Solving the differential equations of the motions of the planetary problem, i.e., n planets inter-
acting among themselves and with a star via gravity is, for n > 2, a problem with ancient roots.
This story goes back to Sir Isaac Newton — who brilliantly solved the case of two bodies and
then, switching to the analogue one for three bodies, declared this was a “head ache problem”;
passed through investigations by eminent mathematicians like Delaunay, Lagrange, the prize pub-
licly announced by king Oscar II of Sweden and Norway and awarded to Henri Poincaré, but its
“solution” is nowadays open. Chaotic and stable regions may coexist [2, 17, 11].

The question approached to a new mathematical description, and a strong modern endorsement,
after A. N. Kolmogorov announced, at the International Congress of Mathematicians of 1954,
Amsterdam, what is now almost unanimously considered the most important result of the last
century for dynamical systems: The theorem of conservation of the invariant torus. This break-
through result, next enriched of substantial contributions by J. Moser and V. I. Arnold himself
[22, 26, 1], states that for a generic Hamiltonian system close to an integrable one, the major part
of unperturbed motions survives, after a small perturbation is switched on. In 1962, V. 1. Arnold,
extending Kolmogorov’s ideas, and looking for an application to the planetary problem, at the



International Congress of Mathematicians of Stockholm, announced the theorem of stability of
planetary motions quoted above. In 1965 Kolmogorov and Arnold were awarded of the Lenin
Prize for their studies on the stability of the planetary problem — but the story was not finished
there.

In order to introduce the results of this paper, we highlight basic facts of this story and its
continuation, referring the reader to [16, 5, 28, 10, 29] for more notices.

The planetary problem is close to the integrable problem of n uncoupled two—body problems,
where each planet interacts separately with the sun. The mutual interactions among planets are
regarded as a perturbing function, the smallness of which is ruled by the planets’ masses. However,
as a perturbed system, the planetary problem has a limiting degeneracy. Its associated integrable
system (the two—body problem) is “super—integrable”: it has more integrals than degrees of free-
dom. Systems of this kind share the property that the union of trajectories of the unperturbed
problem occupies, in the phase space, a subset of lower dimension, hence, of zero measure. Con-
tinuing such trajectories to a positive measure set of quasi—periodic trajectories might, in general,
be not possible, in absence of further informations on the perturbing function.

Arnold found, for the planetary problem, a brilliant solution to the problem of the limiting de-
generacy. This lead him to add, to assumptions and assertions that are proper of perturbation
theories (e.g.: “the masses of the planets are sufficiently small”, “set of initial conditions having
a positive Lebesgue measure”, “the distances ... will remain perpetually bounded”), a further
requirement of smallness of eccentricities and inclinations of the unperturbed Keplerian ellipses
(“the instantaneous orbits of the planets are close to circles lying in a single plane”). Let’s sum-
marize Arnold’s idea.

At a technical level, the limiting degeneracy is exhibited with the disappearance of degrees of
freedom in the unperturbed part. Choosing, as Arnold did, Poincaré coordinates [30] (see, also
[2, Ch. 11, §2], or, e.g., [8, 15]), the system takes the usual close to be integrable form

HPoi - hch + ,UJ,fPoi 5

where p is a small parameter related to the planetary masses, but the unperturbed “Keplerian”
part hkep(A) depends on only n action variables A = (Aq,---,A;,) (related to the semi—major
axes of the instantaneous Keplerian ellipses), out of an overall of 3n degrees of freedom. The
perturbing function, fp,;, on the other hand, depends on all the coordinates: the actions A,
their conjugated angles ¢ = ({4,--- ,{,) (proportional to the areas of the elliptic sectors spanned
by the planets), and, moreover, on some other coordinates (p,q) = (p1, - ,DP2n, 1, " ,d2n),
4n—dimensional, related to those (“secular”) quantities (eccentricities, inclinations, nodes and
perihelia of the ellipses) that in the unperturbed problem stay fixed, and for this reason do not
appear in hiep.

It is of great help that the averaged perturbing function (with respect to the angles £) fpoi(A, p,q)
enjoys several parities in the coordinates (p, q), geometrically related to its invariance by rotations
and reflections with respect to the coordinate planes. The “secular origin” (p, q) = 0, correspond-
ing to all the planets moving on co—centric circles, in the same plane, turns out to be an elliptic
equilibrium point for the averaged perturbing function, for any value of A.

Arnold brilliantly argued to exploit this circumstance to his purpose. By Birkhoff theory, one
might think to switch to another set of canonical coordinates (A, ¢, p, q), analogous to Poincaré’s
coordinates, possibly defined only for (P, q) in a small neighborhood of radius ¢ around the origin,
such that the Hamiltonian of the system, or, more precisely, its fé:averaged perturbing function
fBir, takes a “normalized form” : it is a polynomial of some degree greater or equal than two in
the combinations 7; = ﬁ?—;ra?, i =1, .-+, 2n, plus a remainder with a higher order zero in the
origin. With these ideas in mind, he proved the following impressive result, and next applied it to
the planar three-body problem. It states that stable trajectories occupy a positive measure set
of the phase space, and are more and more dense closely to the elliptic equilibrium. Hence, the

smaller eccentricities and inclinations are, the larger the number of stable motions is.




‘The Fundamental Theorem” (V. I. Arnold, [2]) If the Hessian matriz of h and the matriz
of the coefficients of the second—order term in 7; in fgi (“torsion”, or “second-order Birkhoff
invariants”) do not vanish identically, and if p is suitably small with respect to €, the system
affords a positive measure set K, . of quasi-periodic motions in phase space such that its density
goes to one as € — 0.

Arnold perfectly knew that, in order to apply the Fundamental Theorem to the problem in space,
one should previously treat an unpleasant fact. One of the first orders Birkhoff invariants vanishes
identically. He says that the reason of this is to be sought into the existence of two integrals,
the two horizontal components of the total angular momentum of the systems (which, as well
as the vertical component are integrals of the motion). If, apparently, a vanishing eigenvalue
strongly violates the possibility of the construction of the normalized system (a deeper analysis
of the symmetries of the perturbing function [25, 8] however shows that the identically vanishing
eigenvalue is not a real difficulty), a major problem definitely prevents the application of the
Fundamental Theorem: an infinite number of coefficients of any order of the (formal) Birkhoff
series vanishes identically, among which one entire row and a column in the torsion matrix (which
so is identically singular). And the reason is again the invariance by rotations. The proof of this
is in [8].

Even though (apparently) Arnold was not aware of how this degeneracy was generalized, he
suggested a quick solution for the spatial three—body problem, of which he provided very few
and somewhat controversial details: to reduce the integrals (hence, the number of degrees of
freedom) of the system by switching to a system of canonical coordinates going back to the XIX
century, worked out by Jacobi and Radau [21, 32], which in literature go under the name of Jacobi
reduction of the nodes. The idea was later completely developed by P. Robutel [33], who, in a
deeply quantitative study, checked the non—degeneracy assumptions required by the Fundamental
Theorem.

Finding a system of canonical coordinates that do the job of Jacobi reduction of the nodes when
the number of bodies is more than three, has been a central difficulty for a long time [20, 25]. At
this respect, here is a sentence by Arnold, who, after suggesting the utility of Jacobi reduction
of the nodes, sadly commented: “In the case of more than three bodies there is no such elegant
method of reducing the number of degrees of freedom.” [2, Ch. III, §5.5, p. 141].

Exactly twenty years later, F. Boigey and A. Deprit refuted this sentence [3, 12]. They indeed
were able to extend Jacobi-Radau reduction to the four, general problem, respectively. It should
be remarked, anyway, that, while the works by Jacobi, Radau and Boigey provide canonical
coordinates on suitable sub—manifolds of the phase space, the one by Deprit is more general and
clarifying, since provides a set of canonical coordinates for the whole phase space, and allows to
recover his predecessors by restriction.

The utility of Boigey—Deprit’s coordinates was not suddenly clear. Nor Boigey nor Deprit ever
provided any motivation of their study, or foresaw applications. The only application that is known
to the author up to 2008, concerning indeed Deprit’s coordinates, stands in a paper by Ferrer and
Osdcar, in the 90s, to the three body problem [18]. But this case is not really exhaustive, since for
three bodies Deprit’s and Jacobi-Radau’s coordinates coincide. A reason why Boigey—Deprit’s
coordinates have been forgotten so long might be that, for more than three bodies, they actually
have a less natural aspect, compared to the classical case of Jacobi. A sort of “hierarchical”
structure in the geometry of Deprit’s coordinates discouraged the author himself, who, at the end
of his paper, declared: “Whether the new phase variables are practical in the general theory of
perturbation is an open question. At least, for planetary theories, the answer is likely to be in
the negative. But finding a natural system of coordinates for eliminating the nodes in a planetary
cluster was not the intention of this note.” [12, p. 194].

In the meantime, in 2004, the first general proof of Arnold’s stability statement appeared. It
was by Jacques Féjoz, who completed investigations by the late Michael Herman [14] — but the



different procedure that Herman had in mind did not rely with the necessity of handling, explicitly,
good coordinates.

In 2008, Boigey—Deprit’s coordinates were rediscovered by the author [27], in a slightly different,
“planetary” form. The rediscovery was motivated by the purpose of finding a direct, constructive
proof of Arnold’s stability statement. The utility of Boigey—Deprit’s coordinates became suddenly
clear: switching (in order to overcome certain singularities of the chart) to a regularized version,
called “RPS” coordinates, (acronym standing for “Regular, Planetary and Symplectic”), allowed
to derive the Birkhoff normal form of the planetary problem, to prove its non—degeneracy, and
hence completing the application of the Fundamental Theorem to the general problem. These
results have been published in [6, 7, 9].

Qualitatively, RPS coordinates are very different from JRBD (Jacobi-Radau-Boigey—Deprit).
They rather are more similar to Poincaré coordinates. The mentioned parities and the elliptic
equilibrium of the averaged system are still present in the RPS-averaged system. But, as an
advantage with respect to Poincaré coordinates, the RPS perform! a “partial reduction” of the
rotation symmetry — at contrast with JRBD coordinates, which reduce “fully”. This way, all the
degeneracies of the Birkhoff series mentioned above are removed at once, and the non—degeneracy
assumptions of the Fundamental Theorem may be checked. Once again, we underline how deep
Arnold’s comprehension of the problem had been, since he, more than forty years earlier, had
conjectured a system of coordinates like this might exist (suggesting to compute it by series).

The possibility of switching from Delaunay—Poincaré to the more fruitful JRBD, or even RPS
coordinates, is an effect of the limiting degeneracy. This gives in fact the opportunity of remixing
coordinates related to secular quantities, and, simultaneously, keeping the Keplerian term hkep
unvaried.

Following this idea, in this paper, we show that other systems of coordinates may be determined
for the planetary problem which, as well as JRBD, RPS coordinates, are well adapted to overcome
the degeneracy due to rotations, and, moreover, enjoy some different properties.

We present a full reduction, which we call P-map, or perihelia reduction. It refines JRBD coor-
dinates in two respects.

Firstly, the P-map is well defined in the case of the planar problem, while JRBD coordinates
are not. Everyone knows, in fact, that the starting point for the Radau—Jacobi reduction is the
so—called “line of the nodes”, the straight line determined by the intersection between the planes
of the two orbits. When the orbits of the two planets belong to the same plane, this is not defined.
A similar circumstance arises for Boigey—Deprit’s coordinates, since their construction relies on
certain straight lines in the space, which again loose their meaning in case of co—planarity.

The proof of Arnold’s theorem given in [27, 9], is not affected by such singularity, since, as said,
it relies on RPS coordinates, which, at expenses of one more degree of freedom, are well defined
for co—planar motions — in that case they reduce to the classical Poincaré coordinates.

It has its consequences when one wants to compare results for the fully reduced systems, in the
space or in the plane. The singularity of the chart does not allow to state that motions in the spatial
problem with minimum number of independent frequencies starting with very small inclinations
stay close to the corresponding planar motions. Notwithstanding further studies appeared in [28],
where this problem is partially (i.e., via the construction of regular coordinates for co—planar
motions defined locally) overcome, it would be nice, in principle, to handle a global system of
action—angle coordinates which reduces completely rotations, and is shared simultaneously by the
planar and the spatial problem.

n the framework of the study of canonical coordinates for the planetary system, by “partial reduction”,
we mean a system of canonical coordinates where a couple of conjugated coordinates consists of integrals (e.g.,
functions of the three components of the total angular momentum). By “full reduction”, we mean a partial reduction
where also another integral appears among the coordinates. The terms “partial reduction”, “full reduction” have
been coined in [25].



Secondly, the P—map is well adapted to reflection symmetries of the problem, while JRBD coor-
dinates are not, as discussed in [25, 29].

Reflection symmetries are parities of the Hamiltonian expressed in Cartesian coordinates. As
known, this does not change under arbitrary changes of the signs of positions or momenta co-
ordinates. They are not related to integrals. Therefore, it might be a nice fact, and in general
useful for applications, to have a system of coordinates that, after integrals are reduced, parities
associated to reflections are maintained. Quite often parities are associated to equilibria, and
equilibria to stable motions; an example is provided a few lines below.

We shall apply the the P-map by proving a variant of Arnold’s stability theorem. We shall
face up a question raised again by Arnold in his fantastic paper on the possibility of removing
the constraint on eccentricities and inclinations. He indeed proved that, at least for the planar
three-body problem, there is no need of assuming their smallness. Rather, it is sufficient that the
trajectories of the planets are away enough so as to avoid collisions. He obtained this stronger
result by exploiting the convergence of the Birkhoff series associated to the averaged perturbation,
a very particular and happy circumstance, due to the few degrees of freedom of the problem.

From the mathematical point of view, the question is whether different strategies for finding
stable motions do exist, than the one of exploring the neighborhood of the elliptic equilibrium.

Concerning instead the physical relevance, asteroids, or some trans—Neptunian objects have mo-
tions with relatively large eccentricities and inclinations, and an almost continuous spectrum of
frequencies.

Besides the mentioned stronger result by Arnold, some other statements in the same direction
have been obtained for the case of the spatial three-body problem and of the planar problem,
with any number of bodies [28]. Here, the measure of the invariant set has been estimated to
be larger and larger as the planetary masses and the semi—axes ratios are small, but no matter
the smallness eccentricities and inclinations — the proof relying on an argument of convergence
of a significative approximation of the Birkhoff series. Other results in this direction have been
publicly announced by J. Féjoz in more than one occasion since (as far as the author knows)
September? 2013 [13].

Even though the arguments of [2, 28] do not apply to the general spatial problem, since no signi-
ficative approximation of the Birkhoff series associated to the averaged perturbation is integrable,
using the P—map, we shall prove the following

Theorem A Fiz numbers 0 < g; < & < 0.6627..., 9 = 1, ---, n. There exists a number N
depending only on n and ag depending on e;, € n such that, if @ < ag, p < o, in a domain of
planetary motions where the semi-major azes a1 < az < --- < a, are spaced as follows

+

_ ) + . + . ay
a; <a; <a; with a; = T ) (%)

there exists a positive measure set K, o, the density of which in phase space can be bounded below
as

dens(K,.o) > 1— (loga™')Pva ,

consisting of quasi—periodic motions with 3n — 2 frequencies where the planets’ eccentricities e;
verify
e; <e <¢e.

Before we switch to details, a few remarks.

2CelMec VI, San Martino al Cimino, Viterbo, Italy.



Firstly, the claimed upper bound 0.6627... on eccentricities was established by T. Levi Civita
[24]. Tt is due to the fact that, as well as in [2, 28], the proof uses the machinery of real-analytic
functions.

Secondly, as it may be seen to the choice of aji, the distances among the planets’ semi-axes are
not of the same order, but grow super—exponentially going towards the sun. This resembles a sort
of belt arrangement, observed in nature for asteroids. It is possible to prove an analogous result,
with increasing distances in the opposite direction.

Thirdly, the result in Theorem A (especially, the claimed growth of azi) may be regarded as an
alternative way of solving the problem of the limiting degeneracy — without Birkhoff normal form.

Acknowledgments I am indebted to Jacques Féjoz, who let me know the work by Harrington
[19], without which T had never thought to this application of the P—coordinates.

2 Kepler maps and the Perihelia reduction

We introduce the Perihelia reduction, or P—map, in the slightly general context of Kepler maps.

Fix a reference frame Go = (K, k) k() in the Euclidean space E3. We identify the three
chosen directions (k™) k®, k() with the triples of coordinates with respect of the system of
coordinates established by themselves:

1 0 0
KV =10 K =11 @ =1 0
0 0 1

Definition 2.1 An ellipse (with a focus in the origin and non-vanishing eccentricity) is a quadru-
plet € = (a,e, N, P), where a € R, is the semi-major axis, e € (0,1) is the eccentricity,
N € R*nN S? is the normal direction and P € N+ N S? is the perihelion direction.

Definition 2.2 (Kepler maps) Given 2n positive “mass parameters” my, -+, m,, My, -,
M,, a set X C R, we say that

K: K=(Xk,l) €D:=XxT"— (yx,zx) € C:= K(D) C (R*)™ x (R*)"

where ) ™ (n)
f:(fh--- 7£n)7 (yK:ax/C):(yK: y T 7y](:n7xlc [ 7$]€l)

W =W t) ) = l) G-t

is a Kepler map if there exists an injection

: XgeX — @;cZ(@l,lc,"'aen,IC)

which assigns to any X € X an n—plet (QEL;C, cee anJC) of (co—focal) ellipses
G = (as N9 pl) 1.
J,K (aJJCv €5k, N s e ) y ) ) ,

and /C acts in the following way. Letting Q%) = N,(Cj) X P,(Cj), then
R ER e N TR BR e 0
where, if j x, the eccentric anomaly, is the solution of Kepler’s Equation

Cj,IC — €K sin Cj,IC = fj (2)



then
ajk = ajic(cos Gk — ejx) bjx = ajcy /1 —€F e sin(jx

9.7?](1 — e?_’,c) cos <j,IC I
CLj_’)C 1 —ej_r;c COSCJ‘_’)C '

° L Dﬁj sin <j))g ° L
ajJC . _mJ - b/C - mJ
aj K 1— €5 COS ij/g

Remark 2.1 The definition implies that
(i) K is a bijection of the sets D and C;
(i) the angular momenta and the energies®

Iy > myom;
2m; 29

€O m o xy)  HY

do not depend on /; and are given by

mjimj .

Y —m; \/Dﬁjaj,ic(l —e2 N, HY = - 2a;x

(iii) the couples (y,(cj), x,(é)) verify the system of ODEs

;| =0 o) =y
aj

My 5, ) )
ZL 0y = —mom, —K
3 < J J

i [EE

(iv) Even though canonical maps (with respect to the standard two—form) have a pre-eminent role
in Hamiltonian Mechanics, Kepler maps are used also in different contexts in Astronomy, where
to be canonical is not required. For example, one can consider the Kepler map associated to the
“elliptic elements” injection

Teett : (a,e, Pi, Q) — Egerr
where a = (a1, -+ ,a,) are the semi-major axes, e = (e1,--- ,e,) are the eccentricities, P =
(PM ... P(M) are the perihelia, i = (iy,- - - ,iy,) are the inclinations, Q = (Qy,---,Q,) are the

nodes’ longidudes.

The only known examples up to now of canonical Kepler maps are the classical Delaunay map Del
(its definition is recalled in the next Definition 2.5) and the map Dep [27, 7] related to Deprit’s
coordinates [12], which is recalled in Appendix E. Below, we introduce a new canonical Kepler
map.

Definition 2.3 (perihelia reduction, or P—map) We denote as P, and call perihelia reduc-
tion, or P—map, the Kepler map

P: P=Xp,0)€Dp=%p xT" = (y,z) € R® x R*" (7)
associated to the bijection
Tp: Xp= (@,X,A,ﬁ,li) e Xp— (@1, s ,an) €ép = 7'7)(%7)) C E*

defined by means of Definition 2.4 and Proposition 2.1 below.

3Here, [|v|| := {/v? + v3 4 v3 denotes the usual Euclidean norm of v = (v1,v2,vs) € R3.



Definition 2.4 For a given (&;,---,&,) C E® x --- x E? with ¢; = (a;,e;, NV, PUW) and
masses My, - -+, My, DMy, -+, M, define

C(gj) =my/Ma(l — e?)N(j) S(gj) = ZC(;) 1<j<n (8)

be the angular momenta associated to €; and the j*® partial angular momenta, so that
n
S-S0 sP = o
i=1
are the total angular momentum and the angular momentum of the last ellipse, respectively.

Define the P—nodes

K x s =1 _ _
vj = nj =S¢ x PY j=1,-...n.  (10)
PUTD %8P j=2... n

Finally, define
Ep i ={((€1,+ &) CE*x-- - xE%: 0<e;<1, vj#0 n; #0 Vj=1,---,n},
and, on this set, the map
ol (€, €) EEP - Xp € Xp =75 (Ep)

where
Xp =(0,x,A,9,k) e R" xR} x R} x T" x T"

with
62(607”'7671—1)7 19:(/(907"'71911—1)

X:(Xoa"'axnfl)v H:(KOa"'a’{nfl)

A= (Alu"' 7An)

are defined via the following formulae

Z =89 . k® ¢ = ape (KW, 1) j=1
6]’—1 = ) 19]‘_1 =

Sg) .pU—Y api-v(0j-1,75) 2<j<n

Q.= HSS)H g:= asg)(ul,nl) ji=1 (11)
Xj—-1:= _ Kj—1:=

”S(gﬂ)” asg)(uj,nj) 2<j<n
Aj = Smjﬂ/mjaj .

Proposition 2.1 Let Xp be the subset of R" x R} x R} x T" x T" defined by the following
inequalities

Vs 202 2,00 — O, — 6 comt < A,
(Xi_l—xi,ﬁi)#(o,ﬂ) O<Xn<An t1=1,---,n—1 (12)



and
|©0] < x0 |©:] < min(xi-1,xi) t=1,---,n—1. (13)

The map 7731 18 a bijection of Ep onto Xp. The formulae of the inverse map

p: Xp=(0,x,A,V,k)eDp = Ep = (E1p,--- ,E,p)elp E&jp= (aj,p,ej,p,Néj),Pg))

are as follows. Let vy, -+, tpn, i1, -+, i, € (0,7) be defined via
O, _ CF
cosLj = —2 L cosiji=—2, 1<j<n (14)
Xj—1 Xj—1

(with ©,, := 0, so that i, = §) and T1, ---, Tn, S1, -+, Sp € SO(3) via

Tj = Rs(0j)Raly;) 85 :=Ra(k)Ra(ij), 1<j<n (15)
and let
CY =TSt TS Ty (xj—1k® = X3S T2 k@) (16)
with xn := 0, so that
) \/X?1+x§—2®§+2\/()(§—®§)(x51—6?)0051% j=1,---,n—1
ICp°ll = (17)
Xn—1 .7 =n.

Then Cg) = ng) oTp and

1A I |2
a’Jap mt] (m_] ) erP A?
(18)
o _ _Cp ()
oo PY TS TS
1Cl

Remark 2.2
(i) From Cg) = C(gj) o7p, (4), (5) and (25), there follows that Cg) = :vg) X yg).
(ii) P7(,j) i Ng). Indeed, using the definitions,

Cp - PY = Xk ® - (SE) = T ® - (k)

= Xj—1C€0St; — X;jcosijt1 =0
(lll) Sg) = S‘(gj) oCTp = Z?:j Cg) = Xj_17-181 o '7}‘_18j_17;'k(3).
We shall prove that

Theorem 2.1 The P—map preserves the standard 2—form

n

ST dy ndz =37 (d0iy Addioy + dxioy Adrioy + dA; Adl;)
j=1

=1

Remark 2.3 Actually, we shall prove a finer result: the change ¢5_, := Del~! o P which relates
the P—coordinates to the classical Delaunay coordinates (see the Definition 2.5) is homogeneous—
canonical (compare Lemma 2.6).

10



Proof of Proposition 2.1 The formula for a, » in (16) is immediate from the definition of A;.
Postponing to below that Cg) = C(gj) o 7p has the expression in (16) (In turn this implies (17),
the formula for N and the one for e; p in (18)), we check that the image set 75" (€p) is included
in the domain Xp defined by inequalities (12), (13). From the formula for e; p in (18), we have
that conditions 0 < e;» < 1 for all j =1,---,n corresponds to relations in (12). Note that the
first condition in the second line of (12) is equivalent to e; » # 1, as one sees rewriting

j 2
ICE12 = (o= 02— x2 = 2) 42\ /(2 - ©2) (X3, — ©2)(1 + cosdy) . (19)
Next, recalling the definitions of ©, o in (11), and noticing the relations
0, =8¢ . pW) = (s —cy.pui) =P . p») 1. n—1,

we immediately see that conditions v; # 0 # n; imply (13). We have so checked what we wanted.

Now it remains to check the formula for Cg) in (16) and the one for P7(3j) in (18), for any Xp € Xp.
To this end, we consider the following chain of vectors

R O R A S0
Y Y Y y Y o)

V1 np vj n; Vjt+1 np
where v1, ny, - - -, v, 1, are the P—nodes in (10), given by the skew—product of the two consecutive

vectors in the chain.

We associate to this chain of vectors the following chain of frames

G - F, - G —» -+ = F;, - G —- Fj — -+ —= G, (21)

where Go = (k) k® | k() is the initial prefixed frame and the frames, while F;, G; are frames
defined via

F;= (v, ,8Y) Gj=(ny, -,PY) =1, ,n. (22)

By construction, each frame in the chain has its first axis coinciding with the intersection of the
its horizontal plane with the horizontal plane of the previous frame (hence, in particular, v; L st
and n; L PU)). Denote as T; the rotation matrix which describes the change of coordinates from
Gj—1 to F; and as S; the the one from F; to G;. The matrices 7;, S; have just the expressions
claimed in (14)—(15). This follows from the definitions of (O, x, ¥, ) in (11). Then we have the
following sequence of transformations

T S S; Tis1 S,
G - F = G —=» -+ = F, - G —= Fiiu1 = - = G,

connecting Go to any other frame in the chain. From this, and the definitions of the frames (22),
the formulae for P7(3] ) in (18) and

SY =i aTiS1 -+ TS Tk

11



follow at once. Hence, also the ones for Cg), which is given by Cg) = Sg) —Sg+l), with Sgﬂrl) =0.

For the proof of Theorem 2.1, we shall use three auxiliary maps, that we shall denote as 73, Del
and Del. The map P is very closely related to P; Del and Del are well known: in the literature
they are often referred to as Delaunay maps (two variants of).

The map P Define the set
Cﬁ::{(y,x)eRB"xRB”: x(j)yé(), n;:#0, v;#0 Vj:l,-n,n},

where, for (y,z) € R3" x R, with y = (yM),--- ,y™), 2 = (M, ... 2(), 20) £ 0, we have
let

E3) SéU j=1 )
o = gy 2
v = (i—1) ) nj =9S¢ X (4)
[2G-D| *Pc ST ET
with j =1, ---, n and
CY = 20 x @ | 89 =30l (23)
i=j

Define a map

Pl (y,2) €Cs— (6,%,R,9,K,T) € R" x R} x R" x T" x T" x R

with
©= (00, ,0,1) 9= (Do, ,0n_1)
X=(Xo: " s Xn—1) k= (Ko, "+, Fn-1)
R= Ry, ,Rn) T= (T, ,Tn)

via the following formulae

ﬁg:% T = [29] j=1l-.n

X1 =S¢l Rj—1 = age (75,15) j=1-n

) S @ ) e (KM, 7) o1

Oj-1= 0 x(g:—l) Vj_1= o o (iy1.7) P
|zG=D)|| =G—10])

Lemma 2.1 Let Dy be the set of (é,i, f{, 5, R, T) € R" x R} x R™ x T™ x T" x R} such that
(0, X, 0, 7) satisfies (13), and let T, S; and Cg) the functions of (©,%, 0, ) defined in (14)~(16),
with (é,f(, 5, k) replacing (©, x, 9, k).

12



The map Plisa bijection from Cg onto the set Dz. Its inverse map

P:  (0.X.R,9,RT) €Ds— (yp,5) € R" x R"
has the following analytical expression:

:v%) =TSy T8 k®

’ R L _ (24)
yﬁj) = ?_ng) —l—Ar?Cg) X xg) 1<ji<n
Moreover, the following relation holds
C(J) C(J) P= xg) X yg) . (25)

Proof With similar arguments as the ones _of the proof of Proposition 2.1, but replacing, in the
diagram (20), Sg) with SC]), ) with B (J)” and the nodes v, n, with 7, 1, one finds the

formula for x;g) in (24), the formula for

sg? =8P 0P =%, 181 - T;18; 1 T;k®
and hence the formula for
C(J) ° ,P S(J) qU (J+1) C(j)
P P

being just the formula for Cg) in (16), with (O, x, 9, k) replaced by (O, %, 9, 7). With the same

argument as in Remark 2.2, (ii), we see that ZC(J )1 C(J ) Finally, the formula for y(J ) is found

(49)

taking for Y5 the unique vector verifying

] (4) )
R SN C I S |

[l

Lemma 2.2 P preserves the standard Liouville 1-form:

iyg) cda) = zn: (8-1d0;_1 + Xj-1dRj—1 + R;dr;) . (26)
j=1 j=1
The proof of Lemma 2.2 uses the flowing easy
Lemma 2.3 ([7]) Let
r=R3(O)R1(\)z, y=R3(O)R1(\)g, Ci=zxy, C:=Zx7y,
with ©,Z,y,7 € R3 . Then,

y-de=C-k®do+C-kWdi+ - dz .

Proof of Lemma 2.2 We may write

O TN T CU N U TN A UG RO e )

13



where

i) = 1E® j: 1,---,n—1
gy = R JACIE C(J) w k®)
o) .= ijflsj 1k( _ Xj73'+1k(3) — 70 % ﬂ(j) (27)

With)?nzzo,gn:z id. We also let, for 1 <k <j<mand1<i<n-—1,
O = Su(TeniSpnr -+ TSHCY |, O =T T,8,C0 €)= CV)
AT ~(m (7 ~(m S i zl
SO SRR Ve R TR

where the product ﬁ+1§k+1 e ’7}5’3 is to be replaced with the identity when k = j. We have the
following identities (implied by 8¢ = Y71 C(k))

(i k)~ A &0 k)~ i o
WZZQHWJW@,W:ZQNWHWMS%fw@%@.(w
k=3 k=
Applying Lemma 2.3 repeatedly and using (as it follows from (27)),
g . dzV) = R;d;

we have, for 1 < j <n,

J

y e = (P kD i+ CF kWi + CF kP dRy oy + CF), - kWdi)
k=1
+R;dF;

where, as in the proof of Lemma 2.1, LJ, 1; denote the functions ¢, ij in (14), with ©;, x; replaced

by @Z, Xi- Note that we have used dln = 0, since, by definition, i, = 1 Taking the sum over
.] = 15 e, N,

Sy dad = S8 k@, + 8 kW di; + 8 kP di oy + S, - kOdi
j=1 j=1
+ > R,
=1

In view of (28) and of the definitions in (14)—(15), we then find (26). |

The map Del The map

Del:  (H,T,R,h,87T) € Dy, = (Upp T55) € RP x R*”
is defined on the set
Dﬁvef = {(ﬁ5f7ﬁvﬁagva:(ﬁlv'”7ﬁn7f17"'7fn7§15"'7§nvﬁlv"'aﬁna
81, 8ny T, ,Tp) ERT X T xRY : T, >0, TI;>0, f—<1
J

Vi=l.n}

14



via the following formulae

ri = RebRa@)PE L = Ralhy)Ra ()78
where
7 -1 24
i;, = cos = € (0,7
i F (0, )
—(7) B ~ [ (1) B oan Ly ~\1.(2)
Uy = (chosgj—N—_smgj)k + (Rjsing; + = cosg;) k') .

Lemma 2.4 (Delaunay) Del is a bijection from the domain D5, onto the set

Cévef = {(y’x):(y(1)7 7y(n)7$(1),"' 7x(n))€R3an3n:

=k 09 £0, 2 £0 Vj:1,~-~,n}

where Céj) is as in (23). The formulae for the inverse map

Del . (y.x)€Cpy— (LT, R,0,E7) € Dy
are
ﬁj _ Céj) e fj - Hcéj)” R, — y) .‘x(j)
‘ [z (29)
By = oo (k) & 1= agp () ) = [l
Finally, Del preserves the standard Liouville 1—form
z": y% : dﬂﬁ% = i (ﬁidﬁi +Tidg; + ﬁzdfz) .
i=1 i=1
We omit the proof of Lemma 2.4, which may be found in classical textbooks.
The map Del
Definition 2.5 (Delaunay map) Let
Xpe = {Xpewi= (T, A 0g) = (Hi oo Hy Ty Tog Ao, A b
g1, ,8n) € R x T2 . r;>0, |;I—J_'|<1, A; >0
J

Vi=1,--- n}
and let Epes be the set of n-plets (&1, - -+, €,) where ¢; = (a;,e;, N, PU)) satisfies

0<ej<1, n =k xNOD L0, Vi=1,---,n.

15



Fix positive numbers 9y, - - -, M,,, mq, ---, m,,. Denote as
TDel - XDef = (H,F,A,h,g) S xDef — eDeé = (Gl,Defu e 7€n7De€)

defined by €; per = (aj,Des, €5, Dets Ngze, Pz()je)e) and

1 A
aj,Det = %( .
J

>|L"1

m—j)2 : ejpet = /1= (32)?

NY), = Rs(hy)Ru(i)k® PY), = Ra(hy)Ru(iy)Ra(g; )k
-1 Hj
T.

where 7; := cos
J

We call Delaunay map the map
Del:  Del = (H,T,Ah,g,¢) € Dpey — (Yper, Tpee) € R¥™ x R?” (30)
which is defined on the domain
Dper = Xper X T"

as the Kepler map associated to Tpe¢ via the following lemma (the proof of which may be found
in classical textbooks).

Lemma 2.5 (Delaunay) 7p.s is a bijection of Xper onto Epee. Its inverse map
Toep Cper = (€1,pets + , En,Det) € Epet — Xpet € Xper

1s defined by equations

H, = CW) . 1®) r;=cd|
) Aj = mjwimjaj s (31)
hy = age (W ny) gj = agy (nj, PY)

where Cg) is as in (9). Furthermore, Del preserves the standard 2—form:

S dygl ndaB), =37 (dHy Adhy +dTj Adgg + dA; Adl)
j=1 j=1

Now we are ready to complete the

Proof of Theorem 2.1 Let

Dy = {P =(0,x,\,9,k,0) € Dp : P(P) e Cpeg} )

It is enough to prove Theorem 2.1 on D%, since indeed the P-map is regular on Dp = D_i,g On
Dy, we consider the map

gbgd =Del"toP:
P =(0,x,A,9,k,() € Dp — Del = (H,T,A,h,g,¢) € Dppy := ¢poe(Dp) C Dper -

¢h., gives the Delaunay coordinates at left hand side in (30) in terms of the P—coordinates at
left hand side of (7) in the subset D}, of Dp the P-image of which lies in the Def-image of Dpe.

16



Clearly, ¢35, leaves the (A, ¢) unvaried. More precisely, ¢5_, decouples into two disjoint maps:
the identity on the (A, ¢), and a 4n—dimensional map

—

Pper : (©,x,7,k) € D* — (H,I'h,g) € DDee = ¢Dez( ») C DDeé

on the remaining coordinates, which turns out to be a bijection of the sets 5? and 27,;2 Here,
the > map ¢Dee and the sets ’D* and Dpeg do not depend on (A ?). Indeed, the explicit expressions

of (bDee, D;; in terms of P = (0, x,A,9,k,0); or of of Dper in terms of Del = (H,T,A,h,g,¢)

involve only the C 7(3]), the C(DJZZ, Pge)l, that do not depend on (A, £): (31) (where one has to
replace C with P), (10) and (18).

In view of the previous consideration and of Lemma 2.5, Theorem 2.1 is implied by

—

Lemma 2.6 The map ¢gel preserves that standard 1—form:

Z (dehj + I‘jdgj) = Z (@j_ldﬁj_l + Xj_ldlij_l) .
=1

j=1

Proof We look at the analogue map

p—

5. S5 F = T AT TS e — P (D) e D
qbﬁvee : (0,X,9,k) € D5 — (H,T',h,g) € DL = ‘bz’)?e(pﬁ) CDs -

The analytical expression of this map is identical to the one of (;57) This follows from the fact

— (J)

that ¢P depends on the coordinates (6 X, 19 k) only via C 9 and H—% exactly as ¢p_, depends

2@

on (O, x,¥, k) only via Cg) and Hg), that C% and W have exactly the same expressions of

Cg) and PU), apart for replacing (©, x, 9, k) with (@,X, 19, k): Compare (29) (where one has to
replace Cg) with C(f)), (31) (where one has to replace Cg) with Cg)), (15), (18), (24) and (25).

—

But Lemmata 2.2 and 2.4 imply that gb , breserves that standard 1-form:

Z :Z jo1d0; -1 + Xj-1dR;— 1) -
Jj=1

Jj=1
—_—
Then ¢gel does. i

2.1 The P—map vs rotations and reflections

Now we discuss how the P—map behaves in presence of symmetries in the Hamiltonian due to
rotations or reflections.

Let H = H(y, ) be the Hamiltonian governing the motion of n particles, where such particles are
expressed in the canonical coordinates (y™"), (M), .., (y(™ (™). Assume that H is left unvaried
by rotations and reflections. Namely, if

brs:  WD,29) 5 RyD, 82Dy, j=1,-.n
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where R, S are real a 3 x 3 matrices, then rotation invariance is
HO¢R7R:H VRRRtZId

while reflection invariance is

(o} 0 0 1 0 0
Ho¢s, s. =H forsome S, = 0 o2 O S,=( 0 = 0 oi, T, = *1.
0 0 o3 0 0 7

Rotation invariance is associated to the conservation, through the motion, of the total angular
momentum Sél) is (23). Reflection invariance is not associated to integrals.

The Hamiltonian Hye in (33) is rotation and reflection invariant, and reflection invariance holds
with any choice of o, 7.

Let
Hp =HoP.

The fact that S(Cl) is preserved along the motions of H implies that the coordinates
90227 00:C7 Ko =9

do not appear in Hp. Indeed, Z and (¢ are integrals, while g is conjugated to G = HSg)H, which
is an integral for Hp. Thus, the number of degrees of freedom is naturally reduced by two units,
once one regards G as a prefixed external parameter. Namely, for any fixed xg = G, Hx may be
regarded as a function of the 2(3n — 1) dimensional coordinates

P:=(0,x,\0,k,0)

which does not depend on k. Here,

92(617'”7@”—1)7 19:(1917"'7/(977,—1)'

This fact is completely specular to what happens using the action—angle coordinates (¥, T', A,
¥, v, £), in turn related to a set of coordinates discovered by A. Deprit [12] in the 80s (compare
[27, 7, 9, 34], or the Appendix E).

The main novelty introduced by the P—coordinates (that does not hold for the coordinates of [7])
is how P behaves relatively to reflections.

We denote as
Ry = ¢Sa(2) S, o = (1,-1,1)

the reflection of the second coordinate both for the y(¥)’s and the 2(/)’s and we let
S (65 X Aa 195 Ky é) = (_65 X5 Aa _197 Ky 6) .

Proposition 2.2

Ry oP=PoS . (32)
Therefore, if H=H(y,x) satisfies
HoR; =H
then Hp := H o P satisfies
Hp oS = Hp .
Hence, any of the the points
@02---:®n_1:0, (190,"' ,Q9n_1):(]€0,"' ,kn_l)ﬂ' mod 27TZ”

is an equilibrium point for Hp, for any (x, A, k,{).

18



Proof Defining RY) := T;S;, s9) := T;k®) we write the vectors P7(3j) and Sg) (compare Eq. (18)
and Remark 2.2, (iii)) as

p7()j) =RMD...RDEG) Sg) = x;j1RW...RUsG)

The explicit expressions of RY) and s are

jol) = COSK;_1Cc08VU;_1 —sink;_jcose;sind;_q

Réjl) = cosk;_18intj_1 +sink;_; cose;costtj_q

Réjl) = sinkj_sing;

R%) = —cosijsink;_1cosd;_1 +sinv;_q(—cosijcost;coskj_1 + sine; sini;)
RéJQ) = —cosijsinkj_qsind;_1 —costj_1(— cosijcostjcoskj_1 + sine; sini;j)
RéJQ) = cosijcoskj_1sint; + sinij cos;

jog) = sinijsink;j_1 cos¥j_q1 +sind;_1(sini;j cose; coskj_1 + sine; cosi;)
Réjg) = sini;jsinkj_1sind;j_1 — cos;_1(sini; cost; cos k1 + sine; cosij)
Réjg) = —sinijcoskj_1sint; + cosij cost;

ng) = sin¢jsind;_

séj) = —sinyjcosvj_q

ng) = COSij .

Then S~ lets P7(3j ) and Sg) respectively, into

(PY)~ =Ry PY and (SY)” := —R;SY .

Therefore, Cg) = Sg) - Sgﬂ) (with Sgﬂrl) := 0) and Qg) = ”—g% X Pg) are transformed,
respectively, into

(€)™ =-RyCP . (QF) =Ry Qp
On the other hand, a;» and e; p are left unvaried by S~. In view of Definition 2.2 and Definition
2.3, the thesis (32) follows. Nl

3 The P-map and the planetary problem

After the reduction of the invariance by translations, a Hamiltonian governing the motions of n
planets with masses ums, ---, um, interacting among themselves and with a star with mass mg
can be taken to be the “heliocentric” one

WO meot FORYE) .
) = ( iy _ Ty 33
wii= D (T Tt 2 o e ) &)
1<i<n 1<i<j<n
where (y, z) = (y®, -, y™, M, ... 2(") are “Cartesian coordinates” taking values on the

“collision—less” phase space R3" x R3" \ A, where

A:{x:(x(l),-~-,x("))€R3x~-~xR3: 0 # 2 #£ 20 V1§i<j§n}
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endowed with the standard 2— form

n 3
Qmdynde =33 dy A dal?

i=1 j=1

and with -
Dﬁi =moy + pum; m; = T (34)
mo + pm;
being the so—called “reduced masses”.
In the following Section 3.1 we describe a general property of Kepler maps, in relation to their
application to the Hamiltonian Hye. Then (in Section 3.2) we shall specialize to the case of the

P-map.

3.1 A general property of Kepler maps

For a general Kepler map IC, we denote

" omM
Hic(K) := Hpero K = — —2=3 4 K),
rc (K) hel ; 20, (%K) pfr(K)
where © @
i J
— Y Yk o My
fe(K) == ( - 120 — 2|
1<i<j<n K K
and y,(cj), :vgcj) are as in Definition 2.2.
We denote as .
fre(Xk) = fe(Xic, )l 35
(X) = e [ X0 (35)

so that

o= 3 £, k= > 2

1<i<j<n 1<i<j<n
@ ) S
ij . Yk YK mimy; fij 1 / fied? e
= - — Syl = dly - dly, .
B O

For a general Kepler map, one always has, as a consequence of (6),

1 %) L IR mn
-—|rld; = — [ La;=T +V) =-——"—
27r/T’C ! 27T/T2 3= e 2a; xc
i)
1 ) 1/ TK
— dt; = 0 — [ LK _dt;=0 36
271'/rﬂ~y'C / 27 THx’(é)HB / ' (36)
where we have denoted as
79 - Iy 1> O
2m; I

the kinetic, potential part of H%) in (4), respectively.
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Consider the average fic(Xx) in (35). Due to the fact that y,(g ) has zero—average, one has that
only the Newtonian part contributes to fic(Xx):

— mim; dede,

1<i<j<n ? HxI(CZ) -

We now consider any of the contributions to this sum

i mam; / dt;de; i<j<n
o em)? Sl -2 -
and expand any of such terms
— (0 1) —(2)
K=MK AN e
where " .
—(h MM / 1d 1
Joo= —_— dl;de;
K (2m)2 Jyz hldet ||cz® — @ fle=o” "

1 .
is proportional to —(&)h. Then the formulae in (36) imply that the two first terms of this
a; a;
expansion are given by
—70 . mim; - 0
K = o k=Y
aj. K

Namely, whatever is the Kepler map that is used, the first term that depends on the secular
coordinates X is the double average of the second order term

—2)
K (Xx)=-—

mam, / 3y )2 — ol 121, o,
2 Jpo Bk ’

Now we specialize to the case of the P—map.

3.2 The case of the P—map

We denote as

Hp (Xp,€) = i (A) + pfp(Xp, £)  Xp = (0, x,A, 9, k) (37)
where v
" m3On?
Dfoec(A) == =D =t (38)
j=1 J

the Hamiltonian (33) expressed in P—coordinates.
Using the definitions, it not difficult to see that

Lemma 3.1 f;f , 713] depend, respectively, only on the coordinates

X;g - (67, , cee ej/\(nfl) s Xie1 , e Xj/\(nfl) s Aq, s AJ )
Wi, e, ﬁjA(n_l) L, Ki, e, fijq)
P = (ngélagj)

with a A b denoting the minimum of a and b.
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Accordingly to the previous lemma, the “nearest—neighbor” terms fl fLiT ,withe=1,---,n—1,
depend only on

— (©i, Oiv1, Xi-15 Xi» Xi+1, Niy Nivr, U5, i1, ki) n>3&i=1, -+, n—2
Xz i+
(anl, Xn—2, Xn—1, Anfh An 5 1911717 /‘/in—l) i=n-—1.
zz+1( )

However, for the terms f3 , we have a special rule. Indeed, Harrington [19], using Jacobi
reduction of the nodes, observed that, in the three-body case, the Euclidean length |[|C)|| of
the angular momentum of the exterior planets is an integral for the averaged sencond order term

- (2 .
of the perturbation f 12(10( ). Therefore, using P-coordinates, we shall have that HC%H)H is an

—(2
integral for fZ U fori=1, -+, n— 1. But since
HCgZ)H:anla ||Cl+l)H = Xi = Xi+1 7’:15 I TL—2, TLZ?},

Oit1,0i4+1)=(0,m)

7 H—l( )

and, in the latter case, fp does not depend on k;41, then,

— 2
Lemma 3.2 f~ L does not depend on Kkn—1 and , forn >3 and 1 <1i <n—2, the functions

m‘+1(2) o R ERIC)
P P (©i41,%i4+1)=(0,m)
do not depend on k;.
n—1 n(2)

In the P-coordinates integrability of f5 is exhibited via the dependence on only one angle,
¥n—1, which, together with its conjugated action, ©,,_1, provides the an equilibrium point at
2

. )
(0,7) for f$71 o . A similar fact holds for 1 L fori=1, -, n— 2. Indeed, we have:

(2)

— (2
Lemma 3.3 The function f7~ Lt and | forn >3 and 1 < i < n — 2, the functions fl il
have the following expressions

et a% A3 5
fP b = Mp-1Mn 1a %1 Xn |: (39371_)(%71)
3407 v
- §TXI(X372 + Xn-1— 2001 + 2\/(X3L 1~ 051 (X2 — ©7_) cos 19”,1)
_ 202
+ g (anl @ Ag(Xn72 C'-)nfl) sin2 19”71] (39)
n—1
and
i,i+1(2) S — af A?—H [§(3@2 2)
= s i~ Ad
P daj Aiv1 Xi (Xi —Xit1)3 12 ’ '
3407 — x4
- 30X (2 i - 207 2,08 - OB, — 02 cosi)
(3
3(x? -2 - 02
i 5( )/(éz 1 )sin2 191_] . (40)
(3
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We note that the formula in (40) holds also for complex values of the coordinates, provided

arg(x; — xit+1) € (=%, %] mod 2m.
Lemma 3.3 is proved in Appendix B. In the next sections, we shall use it in the following form.

Lemma 3.4 It is possible to find complex domains B; with non-empty real part and a canonical,
real-analytic change of coordinates

ot (pi, @i y5. X)) € By = (04,94, y4,%;) (41)
where
(sz—27 X:L—lvArz—lu A:;) i=n-—1
Vi = '
(erlvxraX;chlaA;chrJrl) 121,,71—2&7123
(’%2725 ’{:7,717 :7,7176:7,) t=n-—1
X =
(Ki_1, K5 i 0 U y) 1=1,--- n—2&n>3
(Xn—27 Xn—laAn—lu An) 1=n—1
yi =
(Xi—1, Xis Xi+15 Niy Niy1) i=1-n-2&n=>3
(Kn—2u fin—laén—laén) t=n—1
X4 = (42)
(Hifl,lii,lﬁqu,éi,glqu) 121,,71—2&7123
such that @
a ot i=n—1
ht,. = ) (43)
Y i=1,---,n—2 & n>3
depends only on
2 2
Prn—1 + An—1 * * .
(%7[\2—1’/&71’)(71—27)(2—1) i=n-—1
Y=
2 2
(12 ,LuAi7 f+1aX;‘_17X:'<=Xi+1) Z:1,,TL—2&’]’L23
The transformation Wm may be chosen so as to verify
i =vYi, (©i Vi, xi—x7)=Fipi,qiy;)
d)%nt(_pia —inﬁvxf) = (_617 _ﬂiayz'axi) (44)

if

¢fnt(Pi7Qiayr7Xr) = (91'7191‘7}%)(1') .

Lemma 3.4 is proved in the following Section 5.2.1.

4 Global Kolmogorov tori in the planetary problem

In this section we show how the P—map can be used to prove Theorem A. We defer to the next
Section 5 more technical parts.
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4.1 A domain of holomorphy

A typical practice, in order to use perturbation theory techniques, is to extend Hamiltonians
governing dynamical systems to the complex field, and then to study their holomorphy properties.

In this section we aim to discuss a domain of holomorphy for the perturbing function fp in (37),
regarded as a function of complex coordinates. We shall choose it of the following form

Dp = Tor g+ X (Xo xTy) x (Ag xT,) ,
where, for given positive numbers
or, ¥, Gf, AS, 6, s
withe=1,---,n,j=1,---,n—1,
Toror = {(©0)= (01, 0p 1,01, ,0p1) €C X TE"

0 — 7| <9F, @ﬂSGf,Vj:L~wn—Q

X = {x=(0 ) €CT Gy <o =l G T (go1 - )l <6
Vi=1en}
Ap = {A=(A A)eCT: AT SINISAS L [mA <6,
Vi=1n}
T, = T+i[-s,3] (45)
with x, := 0.

The domain ®p will be determined as the intersection of the “collision—less” set, where, as
functions of complex variables, the mutual distances of the planets

dip = |l — 23

are far away from zero, with with the holomorphy domain of P, where, again as as functions of
complex variables, the absolute values |e;p| of eccentricities in (18) are bounded away from 0
and 1, those of the inclinations |¢;], |i;| in (14) are away from 0 and, finally, Kepler equation (2)
provides a holomorphic solution.

The latter issue is not a peculiarity of this problem, since it naturally arises in the context
of the two—body problem’s equations. In the early XX century, T. Levi Civita [24] studied the
holomorphy of the solution of Kepler’s Equation with respect to the eccentricity. The holomorphy
with respect to the mean anomaly has been investigated, using similar arguments as in [24], in [4].
Here, we address the problem of determining the holomorphy with respect to both the arguments.

Proposition 4.1 Let € = 0,6627... be the solution of
peVit
L+ 1+ p2

Then one can find a positive number ¢ depending on € such that, for any e = e + iey € C, with
le] <&, the complex Kepler’s equation

0<p<1 1. (46)

(—esin( =/

has a unique solution (¢,e) which turns out to be real-analytic for £ € T;.
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The following result completes the study of the holomorphy of fp.
Proposition 4.2 Let € be as in Proposition J.1. For any given ¢;, €;, with
0<e <eE<e i1=1,---,n
it is possible to find positive numbers
A, Bj, C;>¢C;, dj, s€(0,1), o€(0,1)
such that, if the following inequalities are satisfied

CAF <Gy <G <CiA;

n—1

0i 0i 1, G of ¢ +
maX{Ea G_;u ;|sm (G;+1)|= G_;’ ;Gﬁ’ ﬁj
[ Im k;]| | |Im€i|} <s
9 < mi A\/G‘2 C,AT)? B\/EA—2 G 47
F<min {67 - A7 @A - (@) (47)

then the eccentricities e; p, inclinations v;, i; and the mutual distances d; p verify
e < leip| <@, max{|COSLi|, |cosij|} <o, |dipl>d (48)
i,

Propositions 4.1 and Proposition 4.2 are proved in Appendix A.1 and A.2, respectively. We shall
use them in the form below. We remark that the super—exponential decay of the semi—major axes
ratio will be used only in Section 5.2 below.

Corollary 4.1 (choice of parameters) Fiz e, <e,ce (0,1). Let C; < C; < C, < C;, D;

min {A /(C , B 4/(C )2}, D = mini<j<n— 1? mnm, a < %. Define, for

g

1= 1,~-~,nandj—1 n—l,
—x AT
AF = myMiaf . G =C/A;7, Gy =CiAf, ©f:=sG,, 9 =D
Gn

0, = S\/E (49)

where azi is as in (x). Then, fp is real-analytic in the domain Dp.

4.2 A normal form for the planetary problem
Definition 4.1 ([2]) Given m, vy, -+, Um E Ny vi=v1 + - + 1y, let
£0DL DL DD L, ={0}
be a decreasing sequence of sub—lattices of Z" defined by
Lo:=2", Li={k=(ki, - km) €2, kj€l’: k=--=k =0} (50)
of the

with ¢ = 1, ---, n. Next, given v, v1, -+, Ym, T € R4, we define the set DI yir

(71 - - * Ym; T)—diophantine numbers via the following formulae

DY = {w ER”: |w-k|> |]:|T V€ i1\ L, [k|y < K}

DUK . ﬁDU,K,i DV . ﬂ DUK
1=1

Y1 YmsT Vi T Y1 Ym



In other words w = (w1,--+ ,wm) € DY if, for any k = (k1,--- , k) € Z” \ {0}, with

YmsT
ijZVj, '
% it kA0
" % if k=0, ka#0;
Iw~k|:|ZwJ"kj|2 (51)
j=1
Tm e ==k =0 K £ 0
|km|T 1 11— """ —=lhm-1—VY, ", m?é .

Remark 4.1 The choice m =1, 7 := v gives the usual Diophantine set D7 . The m = 2-case,
DY .. with y1 = O(1) and 72 = O(p), where p is the strength of the planetary masses has
been considered in [2] for the proof of the Fundamental Theorem, mentioned in the introduction.

The following result in proven in the next Section 5. It is unavoidably detailed.

Proposition 4.3 Let m;, M, be as in (34) and m; := 3;11 m;, with j = 2,--- ,n. There erists
a number ¢, depending only on n, mg, -+, My, ar, €, €5, and a number 0 < T < 1, depending

only on n such that, for any fived positive numbers 7 < 1 < K, o > 0 wverifying

[

K< —5 (52)
and
1 + _ 2T+2 KQ(?Jrl)
— max {u(a—’l o —— — a} <1 (53)
aq 0 0
there exist natural numbers vi, -+, Vop_1, with Zj v; = 3n — 2, positive real numbers y; > ---
> Yon—1 €1, **1y En—1, T1, '+, Tn—1, T1, """, Tn, Open sets B} C ij, X* C X, a domain
@n -:B\/ﬁXX?XA?XT%SXT?S
a sub-domain of the form
D5 = Blge x Xx x Ay x T, x T,
verifying -
meas D} > (1 — l) meas Dy, (54)
c

a real-analytic transformation
$u: (XA K L) ED] - Dp
which conjugates Hp to

Hn(pa q, X A, R, f) =Hpo ¢n = hfust,sec(pu q, X, A) + u fe;p(pu q5 X A7 R, E)

where fop (D, q, X, A, K, 0) is independent of ko, and the following holds.

26



1. The function hjasesec(p, g, X, A) is a sum
hfust,sec(pa q; X5 A) = hfast(A) + p hscc(p7 q, X A)
where, if

N s i +a;
PR ok N Rk

2 ) ’ 2 y Xi—1y """ Xn—1, Ai7 ) An)

then hiase and hgec are given by

" mI? " Mm2m,m; n-1
hfﬂﬁf(A) = _Z 2JA2J — M M’ hsec(puCLXuA) = Zh;ec(yi)
J j— =1

Jj=1

where the functions hi,. have an analytic extension on ®, and verify

+ )2 + )2
a, . 4 a, .
¢ ( n—]) < |h] (A)| Sl ( n—_])
— 3 sec\Yy — 3
(@_jt1) ¢ (a,_j41)
2. The function ferp satisfies )
1 ech
|fe2:p| < - —
¢ a

1
3. If C is 1 deprived of xo, the frequency—map
C — Wfast,scc(C) = aChfast,sec(C)

is a diffeomorphism of Hg(B’\*/ﬁ X XX x A%) and, moreover, it satisfies (51), with m = 2n —1,
T=7>2, and
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2 j=3,n=2
v = 3 j=n+1,n>3
2 n+2<57<2n—-2, n>4
1 j=2n—1,n>3
On; Dfast,sec Jg=1-n
0 2 hjast,sec j=3,n=2

2
pT+a
(==+.x1)

J h i=n+1,n>3
w; = (wﬁﬁlf%)(n—l fast,sec J
0 143, Djastocc N+2<j<2m—2, n>4
(W)X2n—jfl)
8p§+q§ hfust,gec j=2n—-1,n>3
2
1~
- 1 <j<n
aj b
N 55
E wlal_ )? =7 (55)
Pl 7

n+1<j57<2n-1

(@j41-0)3 0j—n
4. The mentioned constants are

_ 0,7 -
Ej ::c\/Hj, Ty = [{szl y T ::c9j

with 7 > 2.

4.3 A “multi—scale” KAM Theorem and proof of Theorem A

In this section we state a “multi-scale” KAM Theorem and next we show how this theorem
applies to the Hamiltonian H,, so as to obtain the proof of Theorem A.

Theorem 4.1 (Multi—scale KAM Theorem) Letm, ¢, vy, - -, vy €N, vi=v1 4+, >

gi Te > U, ’7122’7m>070<48§§<1; P1, =y PL, T1, 0y To—t, 51;"';€€>07
2 2

By, -+, B C R’ D = {¥FL € R: (z,y) € Bj} CR, B:= By x---x By C R¥

D:=Dyx---xD;CR, CCR'¥* A:=D,xC,. Let
H(p,q,1,v) =h(p,q, 1) + f(p,q,1,%)

be real-analytic on B, s; % Cp x Tg’;f, where h(p,q,I) depends on (p,q) only via

(Pt i +a
'](pa)_ 2 a"'vT .
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Assume that wo := 0(j(p,q),n)h is a diffeomorphism of A with non singular Hessian matriz U =
8(2J(p a) I)h and let Ugdenote the (v + - -+ + V) X v submatriz of U, i.e., the matriz with entries

(Ur)ij =Usj, forvi+ - +vp_1+1<i<v,1<j<wv, where 2 <k <m. Let

M > SljxpllUll o My > Sgpl\Ukll , M> S:PHU%H v B fllpsts

Ty
My >sup||Tx|| if U= : 1<k<m.
A
T
Define
EM2L\
K := 6 log,. <—21> where log, a :=max{1,loga}
s 71
ﬁk ::L [):: min{[)l ... [)m pl .. pe ',"1 .. TV*Z}
3MkKT*+1 3 3 ) ) 3 ) 3 3 )
L := max {M ML, M;j}
A EL
FE = — .
p

Then one can find two numbers ¢, > ¢, depending only on v such that, if the perturbation f so
small that the following “KAM condition” holds

&b <1,
for any w € Qy :=wo(D) N Dy, ... 4,7, One can find a unique real-analytic embedding
b V=0,9) €T = (0(0w),d+0a(0;w), Ry yagw)Wis > Ropa(uwWe)
€ ReC, x T""" x Re B2/

where 7 := cVEﬁ such that Ty, := ¢,(T") is a real-analytic v—dimensional H—invariant torus, on
which the H—flow is analytically conjugated to ¥ — 9+ wt. Furthermore, the map (¥;w) — ¢, (9)

is Lipschitz and one—to—one and the invariant set K := U T, satisfies the following measure

weN,
estimate

meas (Re (Dy) x T™\ K)
Scy(meas (D\ D, ... o7 X T™) 4+ meas (Re (D;) \ D) x ’IF"),

where Do, ... 5. r. denotes the wg—pre-image of D, ... ~, - i D. Finally, on T" x ), the fol-
lowing uniform estimates hold

My | Mgy £ .
sw) = R Se( o+ ) B
on(s0) IR < (N + 30 ) B
lu(;w)| < e Es
2
where vy, denotes the projection of v = (0,7) € R" x -+ x R¥™ over R, 7y, := % and I°(w)

= (ID(w),--,I%w)) € D is the wo— pre—image of w € (.

Theorem 4.1 generalizes [6, Proposition 3] in two respects. The former generalization concerns the
fact of considering of m > 2 scales (in [6] the case m = 2 was only treated). The latter consists
of taking H depending also on the rectangular variables (p, q) € B%*. Such generalizations can be
easily obtained, and hence will be not discussed here.
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Proof of Theorem A Let

- — 1 1
7 :=t/a(loga )™ | K = <log—
¢ T«

where © is as in (54) and ¢ will be fixed later. We aim apply Theorem 4.1 to the Hamiltonian Hy

of Proposition 4.3, with these choices of 4 and K. To this end, we take

1
— 1<j<n
cra; 07 2/, 413
- 16
Mj: L=M=— 1(0,3)2
p(a))? ¢z plar)

— = n+1<j<2n-1

1 2 1 1 3 o\ !
E— _ﬁ_ech K= ~log, (__2 (ai) ech)
€3a, ¢4 7 (ay)?
79; :
s 1<i<n )om
A . 17
pj = pi= = T >3n —2
793—71 K7+

n+1<j57<2n—-1

oLl (a2)® oK Fra(rt1)
67 (ay)?

where K := max{K, K}. The number = (@2 an be bounded by % for a sufficiently large N

7 (a; )3 ol

depending only on n. Hence, if ¢ < ~ and a < ¢g, we have E < 1 and the theorem is proved. 1

5 Proofs

In this section we provide the proof of Proposition 4.3. This is divided in two steps: normalization
of fast angles and of secular coordinates.

5.1 Normalization of fast angles

Let f7, ;37 as in Lemma 3.1, and let

Tj(22) — —=0)

P = -fp - (56)
Proposition 5.1 There exist two small numbers ¢, ¢y, where ¢ depends only on n, while ¢
depends only on n, my, -+, my, such that, if the inequality in (52) and

1 —,af.2

Spk (fm)E <1 (57)

¢ aj

hold, one can find a real-analytic and symplectic transformation
¢fu5t : (@5 55 XvAa Kvé) S gfaﬁt = 7%@*,?19* X X/EG X A?H X T’?g X T’?S — 97)
which conjugates Hp to

Hfast,ez:p (@7 X A, 57 R, f) =Hpo ¢fu5t = hfast(A) + 1 ffast(@a X A, 57 fi) + [ ffast,ez:p (@7 X A7 57 R, f)
(58)
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where hiase s as in Proposition 4.5, and

n—1 n—1
frast = Z f]gaﬁt ) Jrast,erp := Z fflust,e;p : (59)
i=1 =1
Here,

1. The “fast frequency-map”
Wiast *= 6hfa5t

is a diffeomorphism of A with non—vanishing Jacobian matriz on Az and, moreover,
K, Viast
wfagt 6 D'ansTtnv:' v A E A 9

with
Yiast = (Y1, 0 5 Yn)  Vjast = (Vi o, V)

and v, v; as in (55);
2. the functions f]fast, flfast)ew do not depend on ko, the f]fast ’s are given by

i i (22 i ;
frast = frast(bisyis xi) = fp (65, Vi, Xi) + ffas(bi, Vir Xi) i=1, -, n-1, (60)
with

—(>2) DL —=(>2)
I» = Z P

j=it1
ti = (91'7 R Gn—lu 191'7 R 1971—1) 3 yi = (Xi—17 Ty Xn—1, Ai7 ) An)
X4 = (f% T a’{nfl) .
In particular, f}fust do not depend on Uy, -+, ly;

3. finally, fffi;t, feixp,fclst satisfy the following bounds

— 1 _afis 1 - 1 e °Ks
! S —pK () — ! o< —
||ffa5t”9tnse = cllu (a;) a;_l ) Hffagt,qp”@msk =5 CL;_l

Let Lo, - -+, L, be defined as £; in (50), with
v=m=n, =--=v,=1.

Lemma 5.1 If K wverifies the inequality in (52), then one can find a number c3, depending only
on mg, -+, My, such that

wicjast(A) K| > —=— VkeLj_\Lj, [k|<K, YAedy, Vji=1,,n.

+13/2
(aj )3/
M2m? . N VR, .
Proof For A € Ay, wi jast,j := # verifies @ij < wk fast,j] < W In the case j = n, we
N T .
find |wi jast - k| = |wi,jast,nkn| > W, since k,, # 0. Let then j # n. For k € L;_1 \ L;, k; # 0,

minj A/ Sﬁj

so, inequality (52), with co < s /I and (49) imply

i } 3/2
< min; /M min (aJJrl) /
max; /IM; 1<j<n—1 aj
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and hence

n
kI = k| > inf |- K .
|wWk fast * K] |;jwk,fast,1 il 2 i jwic fast | Jax sup |w fast,il
V Dﬁj _ Kmaxbj vV ml > V Dﬁj I
2 (aj)3/2 (aj_+1>3/2 = 2@})3/2

Proof of Proposition 5.1 The proof proceeds by recursion, in n steps. We describe the h*®
step of this recursion, with h =1, ---, n. We start with an Hamiltonian of the form

Hiot = Mo+ s frcn (62)
where h  is as in (38), and a domain

Dh-1=Tortn-1 gro-1n X Xy X Agon-1y X Tl 1y X Ty -

When h = 1, we take Hy := Hp, @S?) =0T, 198?) =0T, 00 =9, 5O =5, fy := fp and we
decompose

n—1 n
for=to=>_fs  with  fi= ) f7
i=1 j=it+1
We observe that f¢ depends on the coordinates

®i7 T Gn—l7 Xi—1 5 s Xn—1 Ai7 Tty An

191'7 T 197171; Ri Ty Rpn—1 , K’L’v T gn

For n > 3 and 2 < h < n — 1, we assume, inductively, that f;_; is a sum

fhe1 = fo1+ ferph—1 = Z fii+ Z fei;p,hq ) (63)

1<i<n 1<i<n

where, in turn,

f}i—l = f}i—l + f}i—l
with fi _,, fi_, depending only on the coordinates
@iv ) On-1 o Xi—1s s Xn—1 AZ y Ty An
/(97;7 Ty 077,—17 R Ty Rp—1 , gi\/hu T gn

—

and f} |, fi |, ferp,h—1 verifying the following bounds and identities

- —
fléfl = Hthle(f}lz72
— _ a+ 3 —
Hf}’;—l”gh—l < Q:lyhflluK(_ﬁ)2”f}ZL_Q”@h,fz
ay
;i _ (h) | 77
”fel;p,hle'thl < €27h—16 K ||f;172||©h72' (64)

Here II,, denotes the projection over the module Lj. In any case, h =1, 0or 2 < h <n—1, we
focus on the Hamiltonian

n—1
Hp1 = h?aﬁt"",ufhfl :h?ust_F,u Zf}i—l : (65)
=1
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Our purpose is to apply Proposition D.1 to this Hamiltonian, in the case that the abstract system
(132) does not depend on the coordinates (p, ¢). To this end, we take the coordinates

Ii=A, =0, n:=(0,x), &:=,r),

the functions f; in (134) to be the f7~}, and

N=n-1, v=mn, m; = 21

(I, 1) = (Ap, -+, A1)

(1, 00;) = (Uny -+ s bmax{n—i,h})

(M5 Mmy) == (On-1, -, On_iy Xn—1,""* s Xn—i—1)

(15 &my) = On—1, oy 0n—is Bty s Kn—i)

W= Ay A1 On s Ot Xonets Xt s Omts = 3 O o1y s Fint) -

The non-resonance assumption (133) for w = wk fast = Oahk fast, with
3i=Ln1, 3=Ui3i =Lp_1, £=L, K=K
is ensured by Lemma 5.1, with

- C3 - ~ plh=1)
—W, A—A, 7"—01 .

Now we have to check condition (138). In the case 2 < h < n — 1 the inductive assumptions (64)
and assumption (57) imply

IFillons < 1T llon s + 17 beon s < (1+ @k ()7l
< < (1 4C ) 1|\f0|\ % = F; . (66)
An analogue bound holds also for h = 1. The numbers ¢; and d; in (137) may be evaluated as
=e(l+2ie)/2  d; =min{f" V=D @Dy Fh=by _ ¢ gh=l)

From these bounds it is immediate to see that inequality (138) is implied by (07) provided
c1 <2778(8)"2¢y/(€4¢y). Then Proposition D.1 applies. Its thesis implies that M, in (65) can
be conjugated to a suitable Hj = hy jas¢+/f;, where f; verifies equalities and inequalities in (63)—
(64) with h replaced by h + 1 and €; 1, €51 replaced by suitable €7 ;, €3 ;. Then, applying
the same transformation to Hy_; in (62), we shall conjugate H,_1 to Hj = hy jast + pfn, where
fn satisfies the same equalities and inequalities as of f;, with suitable &; ; > qh, Cop > Qf;ﬁh.

After we have performed n steps, we let Djast 1= Dy, Hjasterp 1= Ha, f]fast = fi ffiust =
. _— . . -~ R 17 Y .
ffzust_ f7z>’ ffzcut exp = ezxp,m7 fiast := E?:l I frast := E?:l I Jrasterp = E?:l fflast,ech , with

fp=3"1_iy1 [§ - Therefore,

0 -
Hfast = h]Eait + N(ffust + fc)cp,fast) = h,gast + M Z fP + ffast + fexp,fast)

1<i<j<n

reduces to (58) and the formulae given below, using (56).

It remains to check the bound on the left in (61) (the one on the right follows by construction).
This follows by telescopic arguments. Indeed,
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n

IN

Iy, fi =ML, Tr fi 4o,

>
—

Ty, ff =T, Uy, Tr £ llo,

[
NE

>
Il
—

- —
£ =T, Tr fi_1llo,

M=

>
Il

1

— —
15 = e Tr i llon

NE

h=1
+ n
< ul_((a_ﬁ)% 2oh=1 €i7h€47h—1 '
“ ]
Here, we have used the second bound in (64), (66), that E does not depend on ¢, ---, £,, and,

finally, II;,, =1Iy, T =11y, 11, for all 1 < h < n.

5.2 Secular normalizations
Consider the following truncation
Hfas’t(éu X5 Au 57 K/) = hfas’t(A) + 1% ffast(éu X5 Au Eu KJ)

of the Hamiltonian Hjqs¢,epp in (58). The purpose of this section is to describe an iterative scheme
which, after (n — 1) steps, conjugates Hjqs¢ to a close-to be integrable system, with an arbitrarily
small remainder.

Let us firstly establish the following notation.

« Given a Taylor—Fourier expansion of the form

p_iqap—i_iqbik»n 2m m
J G, K) = o e ,q, k) € BT (0) x T™2 .
R S A (p.a.5) € B (0)
(a,b)eN2m1
kez™2
we denote as ) 5
P+,
Hp kg = Z 907a7a(T) :
aN™1
Proposition 5.2 There exists number ty, depending only on n, mg, -+, mpy, ai: such that, for
anyh=1, -, n—1 and any K, 5 > 0 such that (53) hold with ¢ replaced by ¢y, one finds open
sets
BjCB, G CG:= [Gj, Gﬂ . j=n—h, -, n-1
verifying -
meas (B} x G5) > (1 — El) meas (ij x Gj) (67)
h

such that, such that, defining
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{(@1,"' On_n— 1,191,"' On-n-1) €C" ' x Tg"":

|’l9 —7T|<Ch , |®J|§EhG:§
h . _
Teno = Vi=1,-,n —h—l} n>3, 1<h<n—2
) otherwise
2= nn)e, iy X X (Baoi)g,
E*;L}Z,Ehf = {X = (Xoa ) anl) : Xi—1— Xi € (g;)thi y Xj—1—Xj € (gj)fhfj
Vi=1,---.n—h—-1, j=n—h,---,n, Xn ::O}
ﬁec : T th Xce o X ‘Afh? X T s X ’]Iwclhs (68)
a real-analytic transformation
(I)scc,h : 92“ — :Dfast 5
may be found, which conjugates fiast to a new function
fsec,h = ffust o q)sec,h
enjoying the following properties.
1. Denoting (t), 2" y(M) x(M) “where
h h h h
t<h ©®,9®) = (O, - O,y e )
= (P(h q(h) (szh—)hv pgzh)b quh)hv ) q7(1 )1)
=(Xh)Ah)) <éh>,---,xn b A, ---,Am
= (R 00) = (s, )y D) (69)

coordinates on D"

sec

then ®gecp, is co—variant with the symmetry:

‘I)gec,h(—t(h), —z(h),y(h),x(h)) - (—t(o),y(o),x(o))

Baeen (1), 2,y 1) x(W)) = (1) y(0) (0}

and hence, fsecn 1S even around

if

t® = (0,kr), M =0 kef{o, 1}" "1
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2. Defining

t(h (9 h) " nh)h 17195}1)7 : aﬁflhjh—l) i<n—h-1
0 otherwise
(h) 2+( (h) ! (h) D +(q(h) )2 (h)
( 2 ’ sy Xi—1s " Xn—1,
h) A(h ) 7 2 n—~h
ilh)h)z (h) )2 e b) (pgzlll)z (q;h)1)27 X1(/h)17 e ) Xn_17
A(h ) otherwise
((’“ <’?h_2) n>4&1<h<n-3&1<i<n—h-2
1] otherwise
(70)
and § := 31, X := X1, fsec,n has the form
fsec,h(t(h)uZ(h)ay(h)ax(h)) = hgec h(Y,(l )h) + fnatm h(t(h) }A’(h)uﬁ(h))
+ fe;p,ﬁec,h(t( )7Z(h) (h ) (71)
with
yn h Z hﬁec
i=n—h
n—h—1
f‘ﬂﬂtmyh(t(h)a A(h Z fnatmh 7 zh)’ A(h)) (72)
where
3. the functions hi, fﬁmm)h may be decomposed as
i h h
B (1) = Do (1) + Bieei (5)
i R) ~(h) ~(h 7 R) ~(h) ~(h i (b)) ~(h) Ak
fnutm,h(t( )’ 5 )7 z( )) = nutm,h(tz(‘ )aY§ )7Xz(' ))+fnatm,h(tz(' )7}71( )’Xz(’ )) (73)
where
—_ % G2 yr—”
nutm,h: Z Hh( ”PJ © intlo"'o int ) (74)
j=i+1

—_—~

and hf,m, ¢mt as i Lemma 3.4. The functions hee n, frorm,hs ferp,sec,n 0 (71) may be bounded
as

— 1 an\3/2 1 K™/a (af)? ein (af)?
|hsech|<—max{uK( ) R _ ERun 9+1 Z 3}
Ch a1 @itq v (a;%1) i+1 (A1)
i 1 an\3/2 1 K™/a (af)?
|fnatmh| < _maX{MK( ) — — - 3}
Ch a1 @iy v (a;i1)

1(ay_1)® &
|fez:)3,ﬁec,h| > c_nile c

o (an)?
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4. Defining

h h h h
(h),((pﬁlh)Q—%(qQJh)Q M2+ @) w )
C C s TNy s Xiz1s "7 Xn—1
2 2
so that . .
yiz—)h = (C(h)aA»EI_)hv Tty Agzh))
for any Aglh_)h, R A%h), the map

C(h) — Wsee,h ‘= 8§(h)hsec,h(<(h)7A(h))

is a diffeomorphism of Dz X Xz, with non—vanishing Jacobian matriz. The set Dy x X consists
of the subset of Dy X A& such that wiast,sec € DEVsee

oo, where, if v, v; are as in (55),

Vsee += (Vn-i-l s T V2n—1) Ysec - = (’Yn-l-l )T, '7271—1) .

We shall give the complete details of the proof of Proposition 5.2 along the following sections
5.2.1-5.2.4. In this section we just provide main ideas.

Scheme of proof The proof is by recursion. The h*? step of this recursion starts with

fscc,h—l = hscc,h—l + fnatm,h—l + fc)cp,scc,h—l )

where, for h =1

hscc,O =0, fc)cp,scc,O =0, fscc,O = fnutm,O = ffast ) (76)
while, for n > 3 and h = 2, ---, n — 1, we assume, inductively, that hgec.p—1, fsec,n—1 and
ferp,sec,n—1 satisfy the theses of Proposition 5.2, with h replaced by (h — 1).

The transformation ¢ ;" conjugating fsec.n—1 t0 fsec,n Will be constructed as a product ¢7 " =
gb?nzh o ¢loh of an “integrating” and a “normalizing” transformation.
Due to the bound on fep sec,n—1, it is enough to focus on the truncation
n—h
_— ; h—1) ~(h—1) .(h—1
fscc,h—l = hscc,h—l + fnatm,h—l = hscc,h—l + Z f&gtm,hfl(tl(' )7 yl( )7 Xl(' )) (77)
i=1
of fsee,n—1. We split
(h-1) (h-1) L(h-1y N~ (h=1) o(h=1) 4(h-D)
—h h—=1) (h—1) 5(h—1 ; h—=1) (h—1) 5(h—1
Jroem,h—1 = f:arm,h—l(tn—h Vo X))+ Z fﬁotm,h—l(ti ' Yi » X4 )
i=1
and we distinguish two cases.
Casen >3, h=2,---, n—1 By the inductive assumption (see (70) with h replaced by (h — 1)),
the function fo_tﬁ n—1 depends only on

tfzh—_hl) = (G;h—_hl)v 1957,}1_}7,1)) and ygl—_hl)

therefore, it is integrable. In Section 5.2.2, we shall construct a canonical, real-analytic change of
coordinates

St Dl — DL
(tih),zih),yﬁh),xgh)) N (t(hfl),Z(hfl),y(hfl),x(h—l))
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mt - 7;;19 X Bcha

B*’h D it s A m x TR, X T (78)

cp0,cnT ins ins
such that
o1 © O = I ) (79)
depends only on yihg_ > Where yij is defined analogously to yj ) in (70). Here,
t(h : (@<h 19<h ) t(h 1> (@( 19<h 1>
(p ™) =0

= (¢’ h)

)
o o 2

are defined analogously to (69)
We shall construct ¢

= (x"~ ))
X(h 1) _(K(h 1) gh 1)

" such in a way it involves only the coordinates

int
n— h h h h—1 h—1 h—1 h—1
(b‘mth: (z ir)L h yif)z o X*,nfh) — (tifh)v Z’EL*hll’ y’glfh)7 Xith))
with
h h h h h
Z>(k,’r)7,7h = (pif)z ho ) pfz)la Qir)L T %(1 )1)
ys(j,lf)th - (X*n he1s """ Xxn—1; Ain e Aglh))
h h h
Xi,f)th = (K*,nfth ) lifk,’)l—l’ gi,r)y,fhu Tty f%h))
h—1 h—1
tfz—h) = (@51 h)’ 19( ))
h—1 h—1 h—1 h—1 h—1
Zgz—h-i)-l = ( 5z—h-i)-1’ ) pngl )a q7(1 h_l,)_lv Tty CL(l,1 ))
h— - h _
yfz hl) = (Xn h=1> """ Xn—1, Asl hl)v ; Anh 1))
h—1 h—1 h—1) ,(h—1 _
szh)' (szh)l""v 511)’ én h)v""égl 1)) (80)
and has the form
h—1 h), (h h ~(h
@fth) -Fl(nt (p*’r)L ho qii R Y>(k ))
h—1 h h ~(h
o) —a =gl ) a7 )
di 2" = zihj?eiwfﬁﬁ,j< P a7 (81)
Yflh hl) = Yihr)L h
h—1 h n), (h h ~(h
) = el a7

with 7 (h)

int> gmt dd wmtg’ (pmt even in

h
ih) — ((pi,r)z—h-i-l

(pgchr)y, h? qihqz h)

h h h
P n)? G2+

S’ ’ 2 - ’ y*n h)
igh—n (pgh n. q;h—l)) _pgh 1)+iq§h—1)
2" = ( (h]) s a) = p) +ig!) (82)

with j=n—-h+1, ---

In particular, observe that (bmt

~1,forn >3, h>2andy")_, asin (30).

enjoys the following properties:
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o it is co—variant with the symmetry: if

(bnih(t(h) Z(h) yih), Xssh)) = (t(hil)v Z(hil)a y(hil)v X(hil)) )

int * ook
then
Gt (g ) )y ) e

int 2, Yas X

(h—l)7 X(h—l)) .

b

» Y

. leaves the “actions”

g =g
unvaried, where yff” is as in (82), and
h—1 h—1 -
N (e ) el (S 0 L (7 LD i O G0 LAY
y T ( 2 ’ 2 » Yn—h )

is defined analogously;

« leaves the averages with respect to the x—coordinates unvaried. Namely, for any real-analytic
function g on DL,

0 (90 635" = (M) 0 63"

Applying qﬁﬁgh to f;,h\_l in (77), we obtain

n—h—1
fsec,int,h—l = fscc,h—l o ¢ﬁ;h = hscc,h—l + h?;ch + Z fiatm,int,h—l(ti}?aygshz)af(ihz))
i=1
n—h—1 h N N
= Z hsech y*z + Z fnutmmth 1(*1)757»21)’5(5%))
i=n—h
with
hﬁeixh = h59¢7h—1 + hfech ’ fiatm,int,hfl = fnotm h—1° (bmt
(83)
and (as it follows from (70) with i — 1 replacing h and (81)) f{,cm ine.n—1 depends only on the
arguments
h h h h h
ti,i) = (ei,i)v o 7@i,7)z—h—1719i,i)’ o 719=(k,7)1—h—1)
h h h h
(h) (h) (h) (pi,i_hH)Q + (Qi,z_hﬂ)z (pi,r)z—l)Q + (Qi 12 1)2
*,1 - (p*n h? q*,n7h7 9 y T 2 ’
h h h
Xiz) 15 s Xxn— 1;A>(k,i)7 Tty AS‘,’r)L)
) O, kM) na&l<h-1<n-3
2= (84)
0 otherwise
(h) y2y( (h) 2

The next step will be to retain the dependence on (pglh_)h,qflh_)h) only via W and,

for h < n —1, to to eliminate from fsec int,n—1 the dependence upon the angle kihyz—h—p up
to an exponential remainder. Namely, we look for another canonical, real-analytic change of
coordinates

Z;Z : ggcc - Q{lnt
(), 70 gy (W) ) () (k) (85)
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so as to conjugate fsec int,h—1 to a new Hamiltonian

n—h—1
—_— . —_—
. ~h (R) o (h) A( )
fﬁec,h = fsec,int,hfl o (b;latm = hﬁec,h + Z fr%mtm,h(ti Vi »X ) + fez:p,ﬁec,h (86)
i=1
- : h h
where fi, o p and fegp sec,n satisfy (73)-(75). We choose D, as the subset of D} where the map
Qo vy gy Bosen h=2,-m=2knzd
f’x’ﬂ*h*l
Wsec,h *—
a(pgn—l))2+(q§n—l))2 hsec,n—l h=n-—1
13 S b S

does not verifies resonances up to order K, and next we apply a suitable normal form theory
(Proposition D.1). We shall choose ¢7;.% such in a way that

o it is co—variant with the symmetry: if

neh (G050 ) By — (M) ) () )y

norm s Zx Ty Yoy Xx
then
e (£, =2y 5y = (¢ (VM (y (87)
. leaves the “actions”
(h)y  _ ()
y*7n yn h
unvaried, where
h h h h
w80 e+ @) (h)
yn,h-_( 2 y Tt 2 y Xn—h> ~" " s Xn—1>

h

AP, LAY

h h h h
n (pi,r)z—h—i-l)z + (Qi,z_hH)Q (pi,l))Q + (‘LEJ))Q (h) (h)
y*yn,h = ( 2 P 2 ) X*7n7h7 T Xk n—1

h h

AR Ay (88)

. verifies

I ) <) (g © notm) (H ) (M g) o Zo_tz : (89)

Zan—h+1%% n—h41 h41%n—h41

The thesis of Proposition 5.2 at rank h follows, with

—_—
f,yech —fﬁech+fez;p,yech 1O¢5ec s fez;pﬁech —fe;pﬁech+fe;pﬁech lo¢5ec

Case h = 1 The proof of this case uses similar ideas as the proof of the case 2 < h < n —1 for
n > 3. However, due to subtle differences between the two cases (compare, e.g., the inductive
assumption on fmtm hq in (70) for h > 2 with Eq. (90); the definition of h?; ", ¢"~" for h > 2 in

sec ) int
(79), with the definition of h? !, ¢! ! in (92) and (95)), for sake of precision, we briefly discuss
also this case.

Let fsec,0 be as in (76). In view of (59) and (60), we can split

n—1,n" ) n— (23)
foeco = fp " 4 ot friet it Z Fiast (90)
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where

oy G e | ) e y ©)
P =p P
n—1,n

and the summand appears only when n > 3. As for f, , by Lemmata 3.4 and (see also
Lemma 5.2), we find a domain B,,_; (defined in Eq. (96) below), a real-analytic and canonical
transformation

¢&Ili (Zilzl 17yi1’r)l 1=Xi17)1 1) €Bp1 — (510)17}7510)17 7(10 1) €Dn1 —¢mt ( n— 1) (91)

of the form (81), with A = 1 (but neglecting the coordinates 2;0), 2512) such that

n—>n m
T o gt =nit ) ) (92)

depends only on

(S L (1 A) L " )
( - 2 ’ X>(k’27, 29 X*n 1 Ain 1 Asﬁﬂ)l) . (93)

In (91), we have let

Zi}i—l' (Pili 1 Qilv)z 1) 510)1 = (eglozp 1951021)
yilv)z 1= (Xa(k’zl 29 Xilzy, 1 Ailzl 1 AS:QL) yslo_)l = (X(O) Xn 15 A(O_l, Aglo))
X’('iv)L—l = (“5:7)1_27 55:7)1—1) X51021 = (”510227 510)1) .
We let
t(0) .— (@(0)7 19(0)) til) — (@5}) 0&1))
(0) 0). A 2= (), ¢V
yv o= (X ) ) yg) — (Xil),Ail)
£ = (k) gO)) D o= (51D V)

analogously to (69), with 1 =0, 1, and then we regard the map in (91) as a map
n— 1 1 1 1)
(b‘mtl : (t’(" )7 ( )7 yi )7 XS‘ ) € ant ( (0)7 y(0)7 X(O))
on the set

Ohe = {0 A0 0 ) s (o i ) <)

Where Dint ! is defined on the extra-coordinates via the identity. D
=1. Applymg this extension to fsc,o in (90) we obtain

has the form in (78), with

int

nl_ n—1 2: l) (1) z(1)
fsec,int,O fscc00¢mt hsec Y*n 1 + fnatm mtO *zay*mx* z)

where

n—1 n—l( n—1

notm,int,0 * ( P + ffu,yt ) ¢mt ) fl‘zlﬁtmﬂ"ho ffaﬁt ° (bmt
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and, as a consequence of (60) and of (81), with h =1, fiatm,int,O depends only on the arguments

t’("%l) = (@ilz)a e 65:17)7,727 195}25 o 719537)7,727)
§7§<1$): (piT)L 1 qif)z 1 Xa(k’z 15 "y Xx,n—1, A,(k]:l), ey, AS%)
S (i ARG
Note, in particular, that fmtm int,0 18 a function of
(t*,n—luy*,n—lax*,n—l) (pgz) 1> qgl) 15 X#,n—2 5 Xxn—1 > A*,n—l , A*Jl? [{*n_l) . (94)

In view of the fact that h%:' depends on the actions in (93), we aim to eliminate from feec,int,0
the dependence on the following angles

K1 if n=2
Rxn—2, Kxn—1 if n>3

1) 1)

. : (piIZz 1)2+(‘1i1,3171)2
and to retain the dependence on (p, ; i, ¢,,_;) only via 5

. Then we choose a

domain D!, € D!, as in (68) where the frequency
n—1 o
0 » )2+(‘7(12z RLIN heee n=2
— 5 Xa,n—1
Wsee,1 +=
n—1
>
aps; )2+(q(lzl 1) (1) (1) hgec n= 3
3 Xs,n—2Xu,n-1

is non-resonant up to the order K and on this domain we construct a real-analytic transformation

n—1 asin (85) which conjugates fsec1 to a Hamiltonian

1) (1) (1
fsec,l = fﬁec int,0 © ¢n0tm = hgccl n + Z fnutm 1 t( ( ) Xz(' )) =+ fech,sec,l

=1

Now, since (as it follows from (94)), fiyem.1 18 actually a function of yle_)l only, this step is proved,

n
with

w5 ) = e e ) + ey . (95)

5.2.1 Construction of ¢

mt
The following lemma completes Lemma 3.4. In particular, it provides the transformation gbmt =
¢:lnt (92)

Lemma 5.2 Leti=1,---,n—1. Let A, X, 0 in (45) be chosen such in a way that

™
inf |g| >0, sup|ar < =
inf |9 @f| g9l <7

Vge {Xi—l s Xis Xie1+Xis  5Xic1AZ — (im1 — Xi)?(2xi-1 — Xi)} . (96)
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Then, the domains B; in (41), the functions hi,. and the transformations ¢! , can be taken as
follows

L B2 x AL, x Xk x T4 i=n-—1
B;, = . .
B2 x AL, x Xk x T2, i=1,---,n—2 & n>3
pi *
©; = 7 + filpi» ¢ yi)
Bi
— Ui —m = Bigi + 9i(Pi> 4, y7)
int .
Vi =Yi
Xi =X, + @i(Pi, 6, ¥7)
- 2 2 2 2
v Pit+ 4 pi + 4
b, = AR+ (P21 0 q)] (97)

where X}, x A%, denote the projection of the set X5 x Ag over the coordinates y; in (42), 6:=0/2,
5:=15/2, fi, gi are O(pi,q;)°, odd in (pi,qi), ¢i is O(pi, i)?, and

& = Ci\/o_i

B = i 5xi—1A? — (xi—1 — Xi)2(2Xi—1 — Xi)
X1271X12(Xi71 + Xi)

a’
Ai = mymip Ia,,
B o= A (5- 5 (xiz1 = Xi)Q)
2(xi — Xit+1)? A2
Q = 3L \/(5x- 1A = (ic1 = xa)2(2xi-1 — xi) (Xi—1 + xi)
XiAZZ(Xi - Xi+1)3 !
S Al [_ 9 (xi—1 — xi)*Bxi—1 — Xa) (5Xi—1 + Xi)
XZ(xi — Xit1)® 16 X3 X A28}
32X3 1+ 92 i + 201 + X3 3 Xic1X? 4
_ = (2 (2 K2 (2 _ 1 4 Z_ Z 2 98

with xn, = 0, ¢; depending at most on the ratios a:r/a;, the masses my, ---, my, and, as usual,
%/z denoting the principal determination of the m™ root of a complex number z.

Proof Since the formula for fg_l’" coincides with the one for fg_l’" taking x, = 0, we shall
T
Let y; be as in (42), and let

only work on the terms

D, (@1, 191) S 78+ 9t Vi € .Algl X XGZZ X; € T;nl (99)

where T(—;-.*.,W is the projection of Tg+ y+ over the coordinates (0;,1;), while m; is 4 or 5, ac-

cordingly to (97). We shall obtain the transformation ¢/, in (41) as a product ¢, = ¢4, ° Ghics

where ¢, and ¢, are described below.
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A Taylor expansion of f;,’iH around (0;,1;) = (0, 7) gives

C—TT 2
pr7 4 g

Ll o .Ai[Ei-i-Qi — +Rl} (100)

where A;, E;, f;, Q; are as in (98). Note that 3;, ; are well defined under the assumption (96).

The expansion in (100) shows that (0;,7;) = (0, 7) is an elliptic equilibrium point for f;;”l. The
remainder R; is given by

B §4®?—x?( G —xi0)?

2 N (VX —OF +/xi-1 — ©7)?

1(xF =07 (i1 — ©37)
+ 2\/(XZ2 -0 (2, —-62)(1+ Cosﬁi)) + 5 i 1

Ri = F|

sin? 9;

where the symbol F on the left means that only terms of the fourth order in (0;,9; — 7) have to
be included. The lower order expansion of R; is

Ri =110} + 79, (0; — 7)?07 + 73,(9; — m)* + 0(0;,9; — 7)°

with
3(xi—1 — xi)?(Bxi—1 — xi) BXi—1 + Xi)
o= Tiyi) =
8X?—1X1'A12
i = ma(ys) = U321 9 2x-1xE X
2,4 - 2(Yi) - 4Xi71A12
2
Xi—1X5
i = i) = = dxi— i) -
73, 73(yi) SAZ (4xi-1+ Xi)
We introduce the generating function
o pi (Vs — ) |
Soviag,i(Dis i, Ui, %) = M + Vixi
Bi
It generates the canonical transformation
4 f)l 2~ ~ ~ 0 zﬁl(yl) ~ ~
diag 0i == Vi—m=0iGi, yi=Vi, Xi:Xi+7yBi(yi) Digi
which transforms ;;Hl into
= il e et a | s
foiagi = fp T 0 by = A [Ei + QzT + 'Rl} (101)
with
Bi = BF). Ai=AF), E:=CF), U=03F),
Ri = RioPhiag = T1ibi + T2.iBi @) + 73.40; + O(pi, G)°
- N (%) ~ ~ ~ ~\ 34
i = Ta s T2 m(¥i),  T3q = 13(Ti)B;
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To compute the domain of qﬁéiag, we use the following inequalities, which readily follow from the

definitions:
Vi 16;

¢ <Gl < =
“Gr S 181l < ¢ G
and 5 _
| ylﬁi(yl” < Al '
Bi(¥i) ¢;6;

We then see that, choosing a suitable ¢; < ¢;, and the domain

B |pe@) <E=6V0 Fie Ay <X, %eTy
inequalities® (99) are verified, as desired. Now we look for another canonical transformation
Gt (01.q7v1D) = (P %) (v =)
defined in a analogous domain
B =B |pf @) <ei=VOi vyl e Ay x Xy xjeT

with ¢f =:¢; <7¢;/2, such that

fbiug.,i © Qb%,it = E
satisfies the thesis of the lemma. We aim to apply Theorem D.1, with

Y
h=E+ Qo= f=Ri, =200, =6

We have to check that inequalities (151) are satisfied. We can take a and e as it follows from the
following inequalities, which, in turn, are easily implied by the definitions

B} et
wf|on] = nf|y] > @9l g
B* B* 0;
splRil < sup|Ril < + maxsup {0 (97— w07 | (G207 - m)*)
B o G o: (Gn)?

*\4 +\2
o MG
%
Here, we have used that, for |(p}, ¢f)| < 2¢*v/0;, (©F,0F) := (¢hia) " (P}, ¢;) verifies
. G eh
o] = Pl < gr /g Cn_ _ oG

|8i vl
26*\/6‘_1@ . 2§ 6‘1

a Gn ¢ Gn
We then have that condition (151) holds, provided one takes

107 = 7| = g7 ||3:] <

= min{%\/éifi , i
n

2
From (101), one easily computes that the fourth order term of E corresponds to be as in (97),
with 3 1

_ 2 % Sox QO _x L~ (%
Ti = 3T, T 572 + 573, 7= Ti(y5) -

2 2 2

Finally, properties (44) easily follow from the construction. 1

4Compare (49).
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5.2.2 Construction of ¢, - -, ¢7 2 (n > 3)

int? int

We have to solve (79), assuming that Proposition 5.2 holds, up to rank h — 1. Accordingly to
(73), (74) and letting

n—h+1 . n—h+1 n—1
(I)int T (b'mt 00 ¢int

we may split

—~—

n
h n—h j(22) h+1 h
n— _ 2 : —h, n— n—
notm,h—1 7 Hh—l (fP ° (I)int ) + sec,h—1
j=n—h+1

(>
nfh,nchrl\_g) ° ¢n7h+1

(2)
= thl( gfh,nchrl\ Oqlnthrl) +Hh71( P int )

int
n
——(>2) ——
§ : n—h,j n—h+1 n—h
+ Hh_l(fP O(I)int )+ sec,h—1
j=n—h+2

— (2

o n—h,n—h+1 + thl( n—h,n—h+1 o (I)?l_h-i_l)

- P P int
(>3) n _(>2)
n—h,n—h+1"— n—h+1 nfh,J\_ n—h+1
+ Hh_l( P © (I)‘mt ) + Z Hh_l( P © (I)int )
j=n—h+2
n—h
+ sec,h—1
where
- ( (
nfh,nchrl(Zg) L nfh,nchrl\Zz) _ nfh,n7h+1\2)
P T P P
(2) (2) —(2)
n—h,n—h+1 L nfh,nchrl\ n—h,n—h+1
P T P —Jp

(2)

and f;;*h’"fhﬂ as in Lemma 3.4. Note that we have used that f;;*h’"fhﬂ is left unvaried

by @?nzhﬂ. Let B,,_p, qﬁﬁgh be as in Lemmata 3.4, with the symbols (0,,—n, ¥n—n), Yn—h, Xn—n

of that lemma corresponding to

S (ol o)
Ygfhl) = (szh:hlzl ) ngh:hl) ) szh:hlJ)rl ’ Aflh:hl) ’ Aflh:hlJ)fl)
<) = (s s RS D)
and the symbols (pn—n, ¢n-1n), ¥5_p, X5 tO

nl =0 ah)

=*(h) . ( x(h) #(h) #(h) #(h) #(h)
yn—h T (Xn—h—l ’ Xn—h ’ Xn—h—i—l ’ An—h ’ An—h—i—l)
=*(h) . ( x(Rh) #(h) #(h) #(h) #(h)
Xn—h T (I{n—h—l ’ Hn—h ’ Hn—h—i—l ’ én—h ’ gn—h—i-l) .

Defining

) = (970 gr(h)



in an alagous way as in (69), we regard gbmt

= {(ts«h), RQEI OO P CUCRE A ORE SO h}

as a map on the set

@h

int

extended via the identity on the extra—coordinates. We then have that ¢} " transforms Joe N h 1
into

tn—h  ._ gn—h n—h __ n—h n—h
sec,h—1 *7 Jsec,h—1 O Pint hscc fsec
where
— (2)
n—h . n—h,n—h+1 h
f;lec = thl( P q)ﬁ'xt )
(>3) 2)
n—h,n—h+1"— h n h (= h
+Hh*1( P (I)ﬁu E II, - 1 7 (I)ﬁu )
j=n—h+2
n—h “n—h
+ sec,h—1 ° ¢int . (102)

Here, we have used <I>mt =&l htls qﬁmt ; that II,_; and qﬁmt commute and observe that @?M

has the form of D" in (78), with ¢, replaced by a suitable ¢} of the same form. The function
7o satisfies the following two properties:

« It depends only on

(e, ), 5+

where 7*(") is defined analogously to (82);

« is uniformly bounded by the right hand side of the first inequality in (75) (this follows from
the definition in (102));

. is even for P T
* *
(Prshr Gnen) = —(Prlh @) -
Proceeding in a similar way as we did for the construction of ¢b1t in the proof of Lemma 5.2, we
may apply Theorem D.1, with

h=nhlZ", f=", (PQ) =m",¢")

~%(h h *(h
P,Q)y=2"  y=y" x=x)

*(h) *(h) (R) (R)

with y '), x defined analogously to y, ; ;. x,, ; in (80) and Z*( ) defined analogously to
Zih)l p in (8 ) We then find another domain D!, as in (78) and another real-analytic transfor-
mation
¢Z;nht : (tih),zih),yih),xih)) el - (t*(h),z*(h),y*(h),x*(h)) € Dintn

such that

;:\I_z/ n—h n—h n—h

fsec,h—l = sec,h—1 © ¢*,int = fsec h—1° ¢mt ° ¢* ,int = h.vec
as desired, depends only on yi’;{_ , in (70), and hence (79) is satisfied. That gbf ¢ may be also

chosen of a form analogue to (81), with @fzh_hl), 1951_h ), 7(h=1) yflh hl), x(h:h) replaced by p*(

g1, () yx(h) xx(h) glso easily follows from the properties bove. Therefore the composmon
n—h
(bmt = (bmt ¢*,int
has again the form in (81) and satisfies (79), as wanted. |
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5.2.3 Construction of ¢l .., -+, ¢7.2 (n>3)
In this section we aim to determine, for n > 3 and 1 < h < n — 2, a transformation gbﬁ;t},;
solving (85)-(86), assuming the Proposition 5.2 holds up to rank (h — 1) and that ¢ " has been

int
constructed.

We switch from the coordinates (Xih), ﬁih)) defined implicitly via the right hand side of (85) to
the auxiliary coordinates

h h h h h h
Ggu)z; = (G( ) e ;Ggu)z;,n) ) ggluz: = (ggul,p T ,ggul,n)

auyr, 1

defined via the linear transformation

W =al) v el

_h auy,s
o (h) B (h) (103)
Ryi—1 = 8aur,i — Saur,i—1
with 1 <4 < n and gaqup,0 = 0. We regard (bg@h as a transformation on all the coordinates,
extending it as the identity on the remaining ones. We denote the new coordinates as
(R) (R) (R) (h)
(h) (Gaux,h N Guu;,nfh—p ﬁaux,l’ T 19au;,n7h71)
tawy 1= n>4,2<h<n-2
) otherwise
h h h h h
Zgu)ﬁ = (pglu)g;,nfw B pl(lu)zc,n—b qgui,nfw B q(gu;,n—l)
h h h h h
ygu)x = (G((lu)z;J? T G((lu)}:,n7 Aflu)IJ’ T ASIU.)I,’H,)
h h h h h
XSIU.)I = (gl(lu)x,b Tty g((lul,na é((lui,l’ Tty é((lui,n)
the new Hamiltonian as
Ry _(h) _(h) _(h “hy(h) () _(h) _(h
fsec,int,uu;,hfl(tn(lu)p Z((lu)}lv yl(luzchgu)zc) = fsec.,'mt,hfl o Zu;h(tn(lu)zcv Z((lu)}lv yl(luzchgu)zc) . (104)

Now we define the domain where we want to consider fesec int,aur,n—1. Firstly, we let

Dl = {0 Ak )+ (9,5 <) € DB, )

int,aur

where D"  is defined in (78). Then D"

int.aup 1S given by

h _ h 2 *,h—1 mn n
Qint,aux - 7Eh9 X BEh,sn,h X BEhrg X (g*)fheafhf X ‘Afh?(h) X TEhs X Tfhs )

with

*

(g*)fhefhf = (g1)3191 X X (g"*h)fnfhﬂnfh, X (g’:;—h"rl)enfh#»anfh«Fl X X ( n—l)enlenfl :

Next, for 1 < A’ < h and any fixed 4, K > 0 and 7 > 2, we define

n—h' (o (h) —
Wsec ( aux,n—h/) T
n—1/~(h) I _
a(pilu)r,n—l)2+(qf11u)z',n—1)2 e e Beee Gaugn-1)  n23, =1 2<hsn-1
2 )Gﬂup’n717Gnu;,n
n gt > <hW<h<n-
a(pg:‘lz‘),n—h’)2+(q(n}:lr),n—h,’)2 (h') hﬁti (yuuLnih) "= 5 ’ 2 - h - h =n 17
"“aur,n—h’
/
(h7 h)#(n_lan_l)
n—h (o (n—1) N
6(pf,ﬁ;,1l))2+(q§;;ff)2 Dgee (Vaug1 ) W=h=n-1.
2

(105)
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We then choose the following sub-domain of D7

int,auy
©§e57au; = {(tt(‘llé)tm,aupZt(lfé)tm,aupygl};)tm,aupxl(lfé)tm,au;) S Q{Int7au; :
neh' (ay_p)? gl
wic k| > o e kKT
(a’n_h/+1) n—h
Vkez\ {0}, [k < K, v2§h’§h}. (106)

Here j is chosen to be 3, 2 or 1 accordingly to the three cases above. The set @ﬁm aur

if 4 is chosen suitably small. Indeed, if we put
(h)

(h)
(h) o ((pullg;,nh)2 + (Gaug,n—n)’ G (h) () )
yauz;,n—h T 2 » Maur,n—h? “taur,n—~h? yaux,n—h-{-l

is non—empty,

then standard quantitative arguments show that, for any fixed value

(A(h) 2(h) ) c HA(h) - (h) N :D{Int,auz: )

Y _
aug,n—h aur,n—h+1 uup,nfhﬂyau}',nfh 1

the measure of the set N,,_, C B%}LEn—h, X Gp_p of (pgl];l_’nfh, qgﬁiﬁnfh, Giﬁ?r,nfh) where the

inequality in (106) does not hold may be bounded as
meas N,,_p < %meas (BZ . . X Guon),

(where ¢ depends only on the semi—axes ratio and the masses), hence (67) follows. This is because
n—h' ( o (h)

sec yuu;,nfh

w ) is a diffeomorphism (Compare Appendix C).

Now we inspect the form of fsec int,aur,n—1 i (104). Introducing the following symbols

(h) (h) (h) ()
(Gauiﬂ” T Gau&n—h—l’ 191111?71" o ﬁaux,n—h—l)
¢ n>4, 2<h<n-2,1<i<n—-h-1
auy,s T
0 otherwise
h h h h h
ygui,i = (GEIU)JZ,’L" T Ggu)&m At(luz,',lv T Afw);,n)
h h h h h
Xguiyi = (ggu;iv T gt(lugc,na ffw);,la Ty fgu)x,n)
h h h h
A(h) o (pgw.);z)2 + (qc(w.);,i)2 (pﬁ1117n71)2 + (qgu17n71)2 G(h’) G(h)
yaul»'ﬂ: - ( 2 » T 2 9 auy,z? Tty aur,n»
h h
Agu?r_,iu Y Al(lu)x,n)
h h h h
~(h) (gl(lu)x,i-i-l - g((lul,i? T 7ggu);_’n7h - gEluiyn,hfl) n > 4 &1 < h—1 <n-—3
aur,i
] otherwise
(h) (h)
~ () (Gau;,m"',Guum,h) n>4&1<h—-1<n-3
Xauz;,i =
] otherwise
h h h ~(h h . (h
Z((lui,n—h = (p((lui',n—h7 qn(lui,n—h) ’ Z‘STO)tm,j = pl(m)rm.,j +1qt(mlm.,j
h h h h
5 = (pg“i=n*h+1)2 + (qc(lu;nfhﬂ)Q (Pﬁui,nflf + (qc(xuzs,nfl)Q
yauz;,i - ( ) y T 2 )
h h h h
Gl(lu)zc,i’ T Ggu)lﬂ,na A((:lui,iv R Al(lu)zc,n)
S(h ~(h ~(h ~(h o (h o (h
y‘(wgf = y((lul,l ) l(lu)lf = Xl(lu);,l ) X((:lui = Xfw)m s

49



by means of (84), we have

(h) (h) _(h) _(h)y 5 (h) (h) () ~(h)
fsec,int,uu;,hfl(tuupZaug:;Yaugsvxuuz;) = hﬁec h(y( )"’fnatm int,aug,h— l(tuu;; Zaur,n— haYaupqu;)
= E hﬁec
i=n—h
n—h—1
}: i (h)y _(h) S(h) o (h)
+ fnatm,int,uu;,hfl(tau;,ﬂZau;,n—h’yaux,i’xau;,i)
1=1
(107)
where we have let
f‘ . o f‘ . O¢n7h fz R fz o n—h
novm,int,aur,h—1 -— Jnorm,int,h—1 aur notm,int,aur,h—1 *— Jnovm,int,h—1 auy
(108)

On the domain D%
transformation

oec.auy SPecified in (106), we aim to construct and real-analytic and canonical

(h) (h) (h) _(h

n—h 1) (h) (h) (h) h
norm,auyr ° (tl‘lﬁtm augs Znotm,aup Ynutm,auzcu Xnotm,au;) e Qsec ,aur — (taup au;Yaup au;) e ant ,auyr

(109)
such that the transformed Hamiltonian
fsec,au;,h = fscc,int,uux,h—l o (b:ia_t}l%n,uu;
has the form
~(h ~(h
fscc,au;,h = hge h(ysm)tm uuz;) + fnatm aur, h(tgm)tm aur, Yr(m)tm auys Xt(m)tm au;)
n—h—1
_ o (h) o(h)
- Z hsec ynotm aug, 1 Z fnatm ,aug, h natm aug,i’ Y norm,aug,i’ Xnatm aug, z)
i=n—h
h h h h
+ fez:p,ﬁec,uuz;,h(tl(m)tm,au;; ng)tm aur yga)tm aur Xgm)tm uu;)
where
(h) (h) (h) (h)
(gnatm aug,i+1 ~ 8notm Jaur,i’ ’gnatm ,aur,n—h—1 gnatm ,aur,n—h— 2)
notm,aug,i 1 n>4&1<h—-1<n-3
] otherwise
(h) (h) 2 (h) (h) 2
~(h) L (pnatm ,auyr,n— h) + (qnatm ,aur,n— h) (pnatm ,aur,n— 1) + (qnatm ,aur,n— 1)
notm,aug,? - ( s T P
2 2
h) h h h
Gt(wtm saup,ir T G&a)ttm,au;,n; At(w)tm,au;,i? T Ar(m)tm,uuz;,n)

and ferp sec,aup,n Satisfies the bound for ferp sec,n in (75). This will conclude the proof, up to

(h) (M) () replaced by ah

au)c i’ gaux [ X*z7 *,0 norm,auy,i’

apply the inverse transformation of (103), with Gl
(0 (h), m(-h), and to take

Enorm,aur,i> Xi %
. n—h h
5cc : (bau; (gscc uu)c) :

We shall obtain the transformation ¢7g.% .. in (109) via an application of Proposition D.1. Before

. h h
doing it, we just remark that, since, in our particular case, foorm,int,aur,h—1 depends on z((wi, y((wl,
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(h) (h) =(h) o (h) ¢ (h)

Xaup only via Zourm—ho Yaurs Xauy and is even in (tayy, Zau;,nfh)7 the proof of Proposition D.1 can

be easily handled to show that ¢k .. can be chosen of the form

(h)y _ (h) (h) (h) ~(h) o(h)
euuLJ = ]:ngtm ,aug, J(tnotm aurs Znovm,aug,n—h> Ynotm augs Xnatm au;)
(h) _ (h) (h) , () ~(h) ~(h)
ﬁuux,j - T = gnatm ,aur, ](tnutm aur Zyorm,aur,n—h> Ynutm augs Xnotm au;)
j=1 -, n—h—-1
(h) (h) (h) (h) ~(h) o(h)
Zaurn—h — Znotm aux(tnutm aurs Zpovm,aug,n—h> Ynotm augs Xnotm au;)
() (n (h) (h) ;M ~(h) o (h)
n—nh . (Xauzg) Xfw);) = Xnatm,au;(tnatm aurs Zyorm,aur,n—h Y norm, auanotm uuz;)
norm,auy *
h K
Z(h) R Z(h) w&o)tm aur, J(tnntm aup? folg);m aur,m—h’ yl(!ﬂ)tl“ aup? S\}n)tm au})
norm,j novm,aug,j©
j=n—h+1. --- n—-1
(h) _ (h)
yau; n—h+1 Ynorm, saur,n—h+1
<" _ (h)
au; n—h+1 — notm,aur,n—h+1

(R) S(h) ~(R) )

+80natm,uuzc (tnatm,aup notm aur,n—h’ Ynatm auys Xnutm ,auy

)

(h) (h
where ]:natm augs gnatm ,aur and Znatm auy are odd; Xnotm augs
under the change

and ) are even
natm aur,j Pnorm,aur

(tt(w)tm aurs (h) ) — _(tl(‘l];) : Z(h) ) .

notm aur,n—h tm,aurs “norm,augr,n—~h

Then (87)—(89) follow.

Now we proceed with proving the existence of ¢}l We can choose, in (132),(134) and (135),

nﬁtm ,aur:®
oh+1), li=h, mi=3, i=1 -, n—h-1=N
n—h—1
h(p,q, 1 Z W 3) s fa L) = > fiuip.q.9)
i=n—h i=1
4 n—h—i h ~(h ~(h
f (ui,p,q,w) = natm,int,aux,h—l(tl(lu)xn h— z’y((:lul,n—h—ﬁxn(lu)x,n—h—i)
3= 3= {(k’, K'K") € Zh x TP ) Zh Y K ==K, =0,
B = = =0, Ky = = K= 0, R o 4 Ry, = 0}
£= {(k’, KK €3 K, =k, = o} (110)

where we have re-named

(pq) = (pﬁﬁpqgh) (Dot Do 12 Qo™+ Q1)
I = ( au;n R ’ Gﬁﬁ;n,Aﬁﬁ;n,h, B Agﬁm)
¥ (guu;n Ry s gaﬁzméﬁ;n Ry s gflﬁ)}n)
wi = (I 0, &), n=n", &=¢
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with

ni = (Gaux,n—h—i s T Gaux,n—la Gau;,n—h—i s T Gauz;,n—h—la
Aau;,nfhfi s T Auu;,nfhfl)

gi = (ﬁuux,n—h—i PR ﬁuux,n—la Saur,n—h—i » "5 Saugnm—h—1,
guu;,nfhfi s T guu;,nfhfl) .

In order to verify that Proposition D.1 can be applied, we have to check conditions (133) and
(138). Due to the choices of 3, £ and to the fact that only the function h? " in the summand
for hge. in (107) depends on (p((wi’n_h, ql(w;n b Gﬁﬁl,n-h% it is sufficient to check that condition
(133) holds with

w:uﬂ—h, (K, k)eZ*\{0}, K=K.

sec
But due to the choice of D! in (106), we have that (133) is verified, with

int auz:

_ (ayp)?
a=

(nhHP

.
s N v

j_
K? ’ K7+1

It remains to check the inequalities in (138). In view of the definition of f? following from the
formulae (83), (108) and (110), of the definition of f{, ., ,_; in (73), the definition of f; the

notm,h—1°
e~

bound for fi ., in (75), and first inequality in (53), we see that the former of the inequalities
n (138) is satisfied with
1 at 2
E:_ﬂmx{%gLQ?7MK(
( n—h— z+1)

af. s 1
_%ﬁ _ } i=1, -, n—h—1. (111)

L Y S |

In order to check that also the second inequality in (138) is satisfied, we previously note that the
number d; in (137) can be taken to be

d; = chmln{ ",i?,en h—i}a i=1, -, n—h-—1.

Inserting then the above values for K, a, F; and d; into the left hand side of the second inequality
n (138), we find that this can be bounded by

—max{ K42 (an p)? (o, h+1)3 K™ (ay_p,)° (a;—hﬂ)g On—n
th :Y2 ( :7,» h 2 ( 'r: h— z+1)3 ’ :Y (a,j;fh)2 (a;7h7i+1)3 9n,h,i
—or ay)s o matyd
LS (_f) G KTt i (f) (@ p41)” Onn }
¥ (a :2 n)? Ay pig1 7 v (a;lhy Ay p—ig1 On—n—i

Using (49), one easily finds that this quantity does not exceed

3

ay 72 v

{u(a—")5i{2f+2 KFJrl\/a} 1 12)

where ¢, depends only on the ratio a,, /a7 and the masses and the inequality follows from (53).
This conclude the proof of this case. |
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5.2.4 Construction of ¢}

The arguments we have used in the previous section to construct gL, .., <+, Plora also fit for

the case of @7, L | therefore we shall not repeat them. We only limit to re
Equations (105), (110), (111) and (112) have to be replaced with

8(pf11u)g,n71)2+(q(n1u)g n— 1) G(l) G(1)
w (y(l) ) _ aur,n—12augr,n
sec aur,n—1
2 (1)
aG(ulu); R hsec(Yau)c, )
i 1) (1) () a On17
fZ = t:latlln.,int,uu;,o (tau;,iu Yaux,i> Xau;,i) , di =0 mln{ Kl 0
i:17...,n—17 90':91
+ + 33
a3 1 a, )
max{u(—’l)Q—,, ( ”712 } i=1
1 ay © an (an)
b & + 2
! + 3 1 al .
max{uK( )2 — 7 (77171) 3} n>3. i
ay’ ay_ipy (@n_i4q)
1 a K27+2 K20+,
— max {u(_")5 — , — } ' I
€1 ai ol ¥

A Computing the domain of holomorphy

A.1 On the analyticity of the solution of Kepler equ

Here is a refinement of Proposition 4.1.

Proposition A.1 Let € be as in (46). For any 0 < & < € there exists T =
7 <n<1andanye € C with |e| <€, there exist two positive numbers
such that the map

¢ ETE — K((,e):=(—esin
18 injective, its image verifies
K(T¢,e) DTy VeeC: |e|]<eE.

The inverse function B B
le TZ — C(é, e) = Kﬁl(g,e) S T@,(c)

verifies
|1 —ecosC(le)] >1—n

Therefore, ((£,e) is real-analytic for ¢ € TE-

The proof of Proposition A.1 is elementary and goes along the same lin
shall present it skipping some detail.

mark that, for this case,

5cc (Yuu;n 1

n=2,

n— i—l}

ation

(€) such that, for any

] at, Jo
¢= <(77=e)7 t= Z(n,é)

(113)

(114)

es of [24]. Therefore, we

Lemma A.1 Let € be as in Proposition 4.1. For any 0 < € < € there exists a unique T = 7)(€) €

(e,1) such that

Vnelm 1): Zn(é):zlog[g—l— 1+3}— n2+e2>0, l,(e)=0 <<= n=7.
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~ . . Vv 2
Proof By definition of €, and since the function p € [0,1] — 1”6 e

Ee\/l‘“?
viee
Consider now the function

This function decreases with n for any p € (0, 1]. Since

ne (07 1] — gp(n) =

e
1+ +V1+¢?

ge(0) =€ > 1, ge(1)

we find a unique 77 = 7(€) € [0, 1] such that

ge(n) <1 V7i<n<1l, ge(n(e)=1.

Since also
eé\/i e\/i

gE: 2 >1
9¢() 1+vV2 1442

we actually have
e<n<1. 1

Proof of Proposition A.1 We shall prove Proposition A.1 with

; VP +e3+ v —ef

,e):=1lo

0(n,e) :=log [g-f—”l_yg_j} — /02 + 22

where e = e; + ies. Observe that ¢(,€) > 0 by Lemma A.1. Moreover, since

e1<le|]<e<m<n

we have that ((n,e) is well defined and positive’:

C@ﬁ)zbgg>0~

We split Equation (113) into its real and imaginary part

K1 (Clv CQ, €1, 62) = Cl — (61 sin Cl COSh CQ — €2 COS Cl sinh CQ) = 61

K5((1,Ca,e1,€2) := (o — (e1 cos(y sinh (o + ez sin ¢q cosh () = 45

5 Actually, {(n, e), as a function of (ey, e2), reaches its positive minimum

_ 2
Conin = 108 [2 + /14 T | > log(1+v2)

for (e1,e2) = (0,%).
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(with ¢ = (1 +i¢a, £ = £1 + il3). The equation for the real part gives a unique solution

G = Zi(e1,e2,(2,41)

provided 3
ler] <m |Gl <C(ne)

since it reduces to an ordinary real Kepler equation
C1 — Ei(er,e2,(2)sin(Cr — ¢r(er,e2,(2) =41 if  Eifer, ez, () #0
G=46 otherwise

with

Ei(er,e2,() := \/e% cosh? (5 + €2 sinh? ¢,

p1(e1,e2,(2) : Eycosgy =ejcosh(z, FEising; =eysinh(s .

and, under condition (116), one has
Ei < n < 1.

Observe that this solution Zj(eq, es, (2, ¢1) verifies
Zy(e1,e2,—(2,01) = —Z1(e1,e2,(2, (1) mod 27 .
On the other hand, the function

Co = Ka(er,e2,(2,01) := Ka(Z1(e1,e2,(2,01),(2,€1,€2)

(116)

(117)

(118)

is strictly increasing, therefore, it maps the interval [—((n,e), ((n, )], onto the interval [~Ls (7,
€, gl)u £2 (nleu gl)]a where £2 (777 €, el) = ’C2 (ela €2, C(n7 e)7 gl) (nOte that K?(elu €2, _C(n7 e)7 el) =
—Ks(e1,e2,((n,e), £1) because of (118)). We have thus proved that the map (113) maps bijectively

the strip Tf(n,e) onto the set
{=0+iloeC: (1 €T s by € [—Eg(n,e,ﬂl),ﬁg(n,e,ﬁl)] .

But the curve
ly = Eg(n,e,ﬁl) ly € [O,Qﬂ)

is concave, its minimum points are cusps, where Lo attains the value

L2,min(77; e) = Z(nv e) Y 772 - e% + e% .

The minimum of this quantity while |e| < € is just ¢(n,€) in (115). Inequality in (114) follows

from

|1 —ecos¢| > |Re(l —ecos¢)| >1—|Re(ecos()|
and (by (117))

|Re (ecos ()| = |Ei (e, ez, (2) cos((1 — diler, ez, ()| < By <7y . i
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A.2 Proof of Proposition 4.2

- =2 s . 2
d; = /1—¢ej, 0j = 1—¢j.

Define

Assume (47), with

1 1
A= (1—02>\/<1+a>3<1+az)4  Bi= \/<1—a2><1+o>3(1+a2>

6_{61(0)31 t=1,---,n—1 C. = 62(0) §12+2g(0')233 i=1,---,n—-1
0n i=n - 57+ 29(0)232 i=n
s=o(l—o0)
where
1 233
C(o) = VI—o?, Colo) = (| UFT) (119)
(1—02)2
and o, g are chosen as follows: g(¢’) is a suitable positive function, depending at most on the
o A Gf 6
ratios ﬁ, G such® that
|‘C(j)H2
g(d')—=0 as o' —0, and |sinarg%|§g(a’), j=1-,n, (120)
J
provided
max { | arg(A,)], |arg(x,)|, | arg(©,)], |arg(¥;)] } < o’
while ¢ is so small that, if ¢, ---, ¢, are as in Proposition 4.1, with & replaced by €, -, &n,

then 5
Ugmin{z, b, -, En}
and the following inequality is satisfied
Ci(o) 5
&) [+ Ve,
Note that this inequality is satisfied for o suitably small, since, by definition,

6;>68;, Ci(o)T1, Cao’)l1, g(o')l0 as o —=0.

>1 Vi=1--,n.

Definitions and assumptions in (47) imply, since o(1 — o) < 0,

(1-0)G, <|xil <Gi(1+0)
max | Im (x;—1 — X4)| 0;

tanar i1 — X)) < — <—<0g<1
| g(XZ 1 XZ)| = Tin | Re (Xifl — Xz)| Gi
-1 = Xl ™
arg x:| < |arg Xn1| + sin ™! LN oo < T 121
gX gX
] IXi = Xj+1 3
6Since, for j =1, ---, n, ||Cg)||2 depends only on xj_1, x5, ©; and ¥; as in (17) and all such coordinates,

together also with A, have their anomalies bounded by ¢’, we can always find such a function g(o’).
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The previous inequalities imply that, firstly
@j | S 0’( )G

<o

|Xj—1 (1-0)Gn —

and, similarly,

9;

_| <o

Xi
therefore, the inequality for ij, ¢; is (48) follows. Secondly, the definitions of @;r, 19:r imply that
conditions (126) are met and hence Lemma A.2 applies. By the thesis (127), we have’, for j = 1,

,’I’L—l,
()2 ’Xjfl _Xj’2 2 2
H|C7> [ | < B + (1 +0)(1+07)|[xj-1llxl0; — 7
Gji- 2 G+ 2
S ( _7,2) 4 (_277,)2 |"—9J —7T|2
C; C;B
< THA)?. (122)
For 7 =n,

ICRIP| = Pena | < (G)? <8 (87)° -
We suddenly have the left bound in (48):

2]

1-fetpl < - etpl = WS <32 o1t
s s Al
for i = 1, ---, n. Now we check the right bound. To this end, previously check the following
inequality
!|‘|—|H>115G‘ (123)
Xji—1 X3 “1yo2 i

Because of the second inequality in (121),
larg [(xj-1 = Xj) (Xm—1 = Xmm)]| < 2tan" !0 .

Then we have

Re [(Xj—l - Xj)(%m—l _Ym)] |X] 1= Xj”%m—l _Ym| .

—1+2
Taking the sum for m =j+1, ---, n, gives
1 n
Re (xj—1 —x5)X; = T o 2|XJ L= Y K Xm|_ T+ s 2|Xg 1= X511
m=j+1
2
> TraGim

"Beware that, if z = (21,22,23) € C3, we denote
201 = 2 + 25 + 25 .

For a given z € C, the symbol |z| denotes the usual modulus of z € C:

|z] ;= y/(Re2)2 + (Imz)2
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So, Lemma A.3 with

1—02

A=xj-1, B=x;, A=G;, “=Te

gives (123). Then the thesis (128) of Lemma A.2 and the definition of ¥, provide, for j =1, ---,
n—1,

1212 = AQCQ [A2(G7)? = (G215 — 72 = | = (8 + V2900 (AF)? (124
where g(o) is as in (120). Again, this inequality is implied by the definition of 19;r in (47) and the
ones of A and Cy in (119). By (120), (122) and (124), for j = 1,--- ,n, we have

C 2 C(j) 2
|€j,7>|2 _ (1 — Re ” A2 ” ) + (Im H [7;2 ” )2
J J

IN

C(J) 2 C 2
( }H || D +9/Tm | A2|| |
J

< \/(1 — 87— ﬁg(a)Sj)2 + 23;"-9(0)2 <1-46=e. (125)

For j =n,

NICE 1P| = a1 = (8% + V2g(0)8a) (A)?
again implies (125) with j = n.
The proof of the inequality on the right in (48) proceeds in a similar way. Indeed, starting with

i+1 i i+1 i i+1 i i+1 i
i =[5 = 20 2™ 4 12 1P| 2 [laf ™| =2 -2l a1
and using (as it follows from Proposition A.1)

i+1 -
125 12] = Ja2 (1= eiprip 08 Gin)?] = (1= mi1) (a3, )?

and analogue arguments as above to evaluate ’;Cg) . xgﬂ)’ and ‘ng)Hz’, one easily finds the

ansatz. I

Estimates

Lemma A.2 Fiz a number o > 0. Assume that, for 1 < j <n—1,

ReX;(xj—1 —x;) >0, [0;] <omin{|x;-1], [x;|}, [Im(J;—7) <log(l+o). (126)

Then
j Xj—1—X
|HC§§’H2\<7‘ S Lt (o)1 + gl I, — =P (127)
)2 s [l =l
o) Lol 4y o ompg gl -o2 29
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Proof We use the formula (19). By Taylor’s, given a, b, z € C, with |z| < o minyjo 1) |a+t(b—a)]

’\/bQ—ZQ—\/a2—22 = ‘/1%\/(a+t(b—a))2—22dt‘
N P a+tb—a)
- / Jax o ))Q_Zth’

< a|/ o+ tb )l dt
\/‘a—i—t b—a) —|z|2
b —al
S -
V1—o02

We use this formula with b := x;_1, a := xj, z := ©;, with the observation that, for Reyj(xj_l —
X;) > 0, the function

2 -
€0.1] = [xj +t0G-1 = x5)|” = sl + 2t ReX; (-1 — x3) + £ x-1 — x5/
reaches its minimum, given by min{|x;_1|?, |x;|*}, for ¢ = 0 or ¢ = 1. Developing also the function

w € C — cosw around w = 7, with ¢ := w — 7 = p1 +ip2 and |p2| < log(l + o)

1 2
d 1
‘cosw—i—l‘ = ‘/ (1—t)ﬁcos(7r+t(w—7r))‘ =—|g|2 sup | cos(m + ¢')|
0 t 2 lo'|<eo

IN

1 1
glofe®! < Flo*(L+0)

and using again the second inequality in (126), then inequality in (127) follows. The inequality
in (128) is obtained via the second inequality in (126) and

VE-ei- el - e
-2+, —e?
Ixj—1? = x|
/3 - 02+/x3, - e
- |11l = x|
> B2

Lemma A.3 If A, B € C and a, A € R, verify |A— B| > A and Re B(A— B) > a|B|A, where
0<a<1, then ||A] — |B|| > aA.

Proof Let D := A— B. Then ||A| — |B|| = ||B 4 D| — | B|| < aA implies
|B|? + |D|> +2Re BD = |B + D> < (|B| + aA)? = |B|* + a*(A)? + 2a|B|A .

This contradicts assumptions [D| > A > aA and ReBD > a/B|A. 1

B Proof of Lemma 3.3

In this section, we prove the formulae (39) and (40) given in Lemma 3.3.

We recall the following result
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Proposition B.1 ([28]) Let X =X; x -+ x X, CR% x --- x R® and let

(€5, X1) € T Xp = (7 (0, X0), 287 (0, Xi) €RP X RP k=1, -+, n
be mappings such that, for 1 <i<j<mn
(A) the map
Gij : (0, 0;,X:,X5) — (yq(;),yf),:vg),ng))
is symplectomorphism of T? x X; x X; into R'2.

(B) The map (¢;,X;) — (y((f) (Kj,Xj),x((;) (¢;,X;)) verifies

2
Iy (45, X;))12 M, miam?

) - 2 - 2
2m; 125 (6, X;)ll 2A3

where Aj is the variable conjugated to £; in this symplectomorphism.

Then the function
» 1
PO(4;,X) = ——/dﬂ
( ? ) 21 T J

32y (6, %) - 2 (45, X7))% = 128 (€5, Xa) |2 l1=8 (¢, X5) 2
2|z (¢, X;)II°

is given by

pl) — (129)

amym? 3(eg - CF)° — 2 IPICEIP 1 [
! e 21 J1 |l |12

with CY(X) = 2% (¢;,X) x 4y (¢, X).

Even though the (7, j) projections of the P—map do not verify assumption (A), one has

Corollary B.1 The formula (129) applies also to the P—map, or, more in general, to any Kepler
map K related to the the map Del in Definition 2.5 via

Xper = F(X) .
Proof Del verifies (A) and (B). |

In particular, we have an expression for the second—order term of the doubly averaged Newtonian
potential

—=(2) mim;
i i .
I = e /11‘2 dt;dl;

Baye (4, Xoe) - o) (4, X))? = g (6 Xoo) |2l (£, X112
2l (€, Xx0) P
Corollary B.2 For any K as in Corollary B.1,

—(2) a2 A} 5 3ICYI2\ G
ij _ o4 J (2 2llvk G2
Kk B m1m34a3|c(j)”5[ (2 2 A2 JICEl
J K i
3 ICU2 ) e . BICDNZ 6
+ S0 (B O+ S Q- ) (130)
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Proof Lemma B.1 implies that

@ Mym? 3= iy (36 €22 — 2P ICR12) des
1 el

K = numy
1 de;
o e
T [Jz |

By (1)
0P = (el + b)) o
= aixcPY Y +1,0QY . P

Therefore, squaring, ¢;—averaging and using

1 a? Ic??
o Jy) s = 5 (-1
1 a? |C¢?
— [ (bix)?dt; = LK
o T( x) 2 AZ
1
—/aiﬁ;cbiﬁ;cd& = 0
27T T
we obtain
(@) 2
1 () ) a; ICE N2\ p@)  ~G)
Py T(iv;c -2 = 5(5—4#)(& -C)?
a2 |CP)?
+ 5 /’52 (QI(C)'C(J))Q

Using finally

(i) 12
1 ()2 25 3C| 1 de; 1 A 1 A
2_/||I’<Hd€i:ai(§_§ ) 5 D= BT = P
e z GRLN B A (O R

we obtain (130).

Now we may proceed with proving the formulae in (39) and (40).

Proof of (39) We apply Corollary B.2 with L =P, i =n —1, j = n. Using ||C§;1)H = Xn—1 (see
(17)), Cgl) = Sgl) and Eq. (3), Proposition 2.1, and Remark 2.2, we have

P7()n71) . Sgl) = 0,1
(n-1) o) _ 1 (n-1) _ «(n) (n-1)\ q(n)
QP ' SP - ||C(n_1)|| ((SP - SP ) % PP ) ’ SP
P

1
(o]

71 .
||C("_1)|| \/(Xi—l —02_ (X2 _,—0©2_|)sinv,_ . |
P

SIS SR
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Proof of (40) By Corollary B.2 with K =P, j =i+ 1, we find, for 715”1 an expression as in
(130), replacing (n — 1,n) with (4,7 + 1).

PG Pl (S S) = 6, Pl s
i i i i i 1 .
Qg}) . c§)+1) _ Q%) . (S§D+1> _ s§3+2>) — W(\/(Xf - 02)(x2, — 0?)siny;
P

Z6) x P U | pli)  5GH) 504D (131)
Now, when (0;11,%;4+1) = (0,7), ||C§,i+1)|\ reduces to

i+1
HCng )|| = Xi — Xi+1

(provided arg(x; — Xi+1) € (=%, §] mod 27) and SSH) I Sgﬂ), S0

(i+2) _ Xi+1 q(i+1)
Sh =S5

and hence, the extra—terms in (131) reduce to
Py st — g, XL
Xi
SW x P86 = XL i 62, /32— @2sin;
Xi

P x G042 g

Then (40) readily follows.

C Checking the non—degeneracy condition

In this section we prove statement 4 of Proposition 5.2.

—_~—

Due to the form of heec in (72)-(73) and to the bound for hi _, in (75), it is sufficient to prove
that the maps
6" = Wl = B b (G A ALY L)

sec s5ecC

in (73), where

o ((p;h_)l)2 ; (q’@l)27 X M) i=n-1 &n>3
| (w, ") i=2 -, n-2 &n>4
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are diffeomorphisms, with non—vanishing Hessian matrices. We shall do this verifications for just
one of the cases above, and we choose the second case in the list, ¢ = n—1, for n > 3. The explicit

expression of h! is given in (97)-(98). We neglect the coefficient A,,_; (which does not depend
on Cf(l}i)l) and we denote

2 2 2 2
o D1+ q,_ Pr_1t+q,_
hice! = Bpo1 4+ Qnoy = 4 o ()% 4 O, q”*l)ﬁ}
/\ (h) (h)

2 2
the function hfec thus rescaled, and wmt its gradient with respect to (w, Xn—2,

Xn—1). A perturbative argument shows that, under the choices of Corollary 4.1, the frequency—
map with respect to (xn—2, xn—1) associated to

A3 (Xn72 - anl)Q
E, | = ——n (5 —3 )
! 2X§171 A?

n—1

is an injection of its domain and hence, by another perturbative argument, so is the gradient of

- 2 2
hZ:! with respect to the same coordinates, for any fixed value of %. On the other hand,
since 7,-1 does not vanish under the same assumptions of Corollary 4.1, w&:l

—

is an injection.

The computation shows that the Jacobian of w&;l does not vanish. |

D Some results from perturbation theory

D.1 A multi-scale normal form theorem

The purpose of this section is to present a normal form result which takes into account different
scale lengths. It is a particularization of [31, Normal Form Lemma, p. 192] and uses the same
techniques of that paper.

Following [31], the notations are as follows.

« If A C R” is open and connected, T := R/(27Z) is the usual flat torus, r, s are positive
numbers, we denote as A, := (J,c4 {z eC": zeb! (x)} the complex r-neighborhood

of A. T% will denote the complex set T + i[—s, s]. As usual, BY(x) denotes the ball in C¥
with radius r centered at x, accordingly to a prefixed norm |- | of C”.

« If f = f(u,p,q, ) is real-analytic for (u,p,q,p) € W, s = U, x B2 x T%, and affords the
Taylor—Fourier expansion

o IQJ p] + 1q7
F= frapwe? H )%,
kezm V2 iv2

we denote as || f||v,s,e its “sup—(Taylor, Fourier) norm”:

Z sup |fa7ﬂ)k(u)|e\k\sgl(a-ﬂ)l

u
(a,b)eN2E
kezv

with [k| := [k|1, |(, B)] == |afs + [B]1.
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. If f is as in the previous item, K > 0 and £ = £; x £, is a sub-lattice of Z" x Z*, Tk f and
IIa f denote, respectively, the K—truncation and the £-projection of f:

i ig; p+1q ;
T S wn iy Bt iy,
[(a,B)I<K, |k|I<K

—1 +1i
S I (e

keey
a—BELy

Proposition D.1 (Multi—scale normal form) Let
v, l, 1<mi<---<my=m
be natural numbers;
ACRY, BCR¥, ¢, C] cR™, Cy, ChLCR™ ™ ... (Cy, Cy CR™V N1
be open and connected sets;
T, 8, € P12 P2 > PN, PL > pyes 2 Py

positive numbers. Put

’Ui::(ruplf"7pi7p/17"'7p;;)7 V= UN
”—A x C1,, X --xCipixC{p/lx---xC{p;, UU::Uég)
W, . = U x T x B. Wyae i =WNo
withi=1,---, N.
Leta, K > 0 with 0 < s < 6log5/6 and Ks > 12; let also £ and 31, ---, 3n be sub-lattices of
Z' X7V and let 3: =3, U---U3n.
Let
H(u,¢,p,q) = h(p,q,I) + f(u, . p.q) (132)
be realfanalytic fOT (u7907p7Q) € WU,S,87 where u : = (Ii n, 5) = (117 Ty IIJ7 M, =5 Nm, 517 )
&m). Suppose that
(i) h depends on (p,q) only via p?;rq?; with the frequency map w = (w1, -+, W, Wet1, =+,
wWety) defined via
ap2+q2h 1<i</
w; =
811.4h (+1<i</l+v
verifying
wp,q. 1) - (K", k)[ >a ¥V (K k)e3\L, [(K, k) <K (133)

and all (p,q,1) € B x A,;

(ii) f is a sum
N

f=> filui,0,p,9) (134)

=1
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where f; is real-analytic on Wél)ss and has the form

v ¢ . .
i\Uiy @5 D,y = i — U; eikj(pj Pk — 9k oy Dk + 19k O‘;r 135
filui, 0, p,9) (a_;k)ESi fraat( )jl;[l kl;[l( 7 ) ( NG ) (135)

with
=L, ', &)= (I, oy Loy s o s &1y 0y ) (136)
(iii) the following “smallness” conditions hold. If
ci:=e(l+ lie+me)/2, d; := min{rs, %, pipl} (137)

with e denoting Neper number, then

N
7,9.i-127¢;Ks
I fillyo, . = Ei s > -(2) E;<1. (138)

i=1
Then, one can find a real-analytic and symplectic transformation
P : WU/GN,S/GN,E/GN - Wv,a,&

which conjugates H to

N N
H*(uu 5P, Q) =Hod = h(17p7 Q) + Zgi(uia ©, D, q) + Z fi*(u7 ©, D, Q) )
i=1 i=1
where g;, fi verify
gi = UzneTkgi
9 qi— 2701 HfZHm S,
9: = 3,0 Tk fillo, /6N o /68 con < (8)2( 2 T’S

7 9 2 v},
+ 2(1 1)2 CJHf]” Js €||f1

V4,8,
i—1

9 2 Crl|lJk , S
+ Z e z 1-k Hf ||Uk55 ”fi”vi,s,a

ady,
k=1

N1 _Ks/6
viJ6N 56N con < (3) K £

Ne)
OO

I1f7

Vi,S,&

oo

Finally, @ is close to the identity in the following sense. Given F, real-analytic on Wy)/ﬁN 5/6N /6N 7

N
9. Nk 2kl fillogs, Ks
HFO(I)_F”'U/GN,S/GN,E/GN SZ(g)N § o HF v; /6N ,s/6N e /6N
k=1

ad;m
with dy ; == max{dy, d;}.

The proof of Proposition D.1 is based on the following
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Lemma D.1 Let N € N, v, £, m;, A, B, C;, C., v, s, pi, pl, Uéf), Wv(f?s,s, ci, di, withi=1, ---,

N +1, be as in Proposition D.1; v = (r,p1,-++ , pyi1,Pls- - ,p’N_H), U, := Uégfll), Why.se =
WA L Let
H(p,a,1,0,m,8) =h(p,q. 1) + 9(p,a,1,0,0.8) + f(p. ¢, 1, ,1,€) (139)

be real-analytic for (u, ¢, p,q) € Wy s .c. Suppose assumption (i) of Proposition D.1 and, moreover,
the following ones
(i) g is a sum

N

i=1

where g; is real-analytic on Wv(f)ss and u; is as in (136);

(iii) g1, -, gy and [ satisfy
gi =Hegi , [f=1I5f

and

27¢; K s ady
1|Vi,S < 1 v,8 < . 141
; a Hg || i351,€4 ||f|| 38,€ 27CN+1KS ( )

Then, one can find a real-analytic and symplectic transformation
D (v, 0, q) € Wys,s/6,e06 = (U, 0,0,q) € Wayoe
such that
H.=Ho®=h+g+g.+ [« ,

where g, = 3neTkgs is 3 N L-resonant and the following bounds hold

27cx 1 1S . 27¢; ||gi
« — TxII < (2L Tvse £ T ellviyse
lg k3nefllo/6.0/6:6 < adn o) + ;:1 o, M fllo,s,e
< Wfllvse

6
||f*||v/6,a/6,€/6 < 67K5/6|‘f|‘v,575 .
Finally, ® is close to the identity in the following semse: for any F which is real-analytic on

(@)

vV,8,€

240N+1||f||v,sa ||F

Fod—-® <
|| © ||v/6,s/6,€/6 > ad;

Vi,S,E <3 ||FH’U EREE (142)

The following Lemma is a trivial extension® of [31, Iterative Lemma]. Its proof is omitted.

8In order to obtain the extension it is sufficient to replace ¢ of [31, Appendix A] with

_ fk a B(u M; HIJ ;D] + 1‘1]
0= Z (a—ﬁ WH 1\[ )

(a—B,k)er\ L
[(a,B)|SK, |k|<K
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/

:(Tla"'arl/)7€:(517"'75@) p_(pla"'upm)7p =
pp)<v/2,8< /2, € <¢e/2,

su), T

Lemma D.2 Let s = (sl,

(plv"'apm) ( ) :(
§ = 1n {784, ?,ﬁkﬁﬁc

,E
m

T, -
Il
rHHE

Let
H(u,,p,q) =h(l,p,q) + g(u,0,p,0) + f(u,0,0.0)  g(u,,p,q) Zgz u,,p,q)

be real-analytic on Wy, 5 .. Assume that inequality (133) and
ad

(143)

are satisfied. Then one can find a real-analytic and symplectic transformation
D Wy_2p,s—2se—26 — Wiy se
defined by the time—one flow’ quﬁf = fo® of a suitable ¢ verifying

||¢Hv,s,5 < Hf”%

such that
H+ :HO(I):h+g+H2m3f+f+

and, moreover, the following bounds hold

c
1 llomzomzseze < (1= =l flluse) ™ [SI7120

4 e + () s + {90} o0

Finally, for any real-analytic function F' on Wy s .,

{o, F}|v—5,5—5,c—2
CHva s, .
1 PR L et
ad

||F od — FHU72{;,572§,572§

IN

Proof of Lemma D.1 Following [31], the proof is obtained via iterate applications of Lemma
D.2.

To avoid too many indices, we shall prove this lemma taking, in (140), N = 1; the extension to
N > 1 being straightforward. Namely, we take

~ / / pi
PL="""=Pmy =P P1="""=Pmy =P
’ /
Pmi+1 =" =Pm =L Pmyt+1 =" = Pm =P (144)
9The time-one flow generated by ¢ is defined as the differential operator
k
Xé = 3 ﬁ
k:ok!

where L3 f := f and L& f := {qs,c’;;lf}, withk=1, 2, ---.
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where 1 < my < m. Letting

V,8,€ G = ||9| V,8,€ c= C1, c=cCz,

U::(T‘, p7 p/)7 ’D::(T? ﬁ? ﬁ/)7 E::Hf|

d:: min{’rs7 Ez’pﬁ/} ) d:: {TS7 Ez’ppl} )
we rewrite the assumptions in (141) as

2"¢GK s <1 2"¢EKs

. , <1. 145
ad ad (145)
The inequality on the right clearly implies (143). So, we apply Lemma D.2 to the Hamiltonian
(139), taking ri = ---=r, =7, 81 =+ =8, =8,61 =+ =€¢ =€, Pk, P}, as in (144) and
=100 :=v/6, §=25 :=5/6, E=£Ey:=¢/6
V=19 :=0/6, §:=50:=5/6, E£:=2&):=¢/6
d
§:={rs, % pp} = — .
{73, &%, pp} = 55
Letting
v =0 — 20 = 3/4v S1:=85—2§=2/3s, e1:=c—26=2/3¢

by Lemma D.2, we find a canonical transformation ®y = X, which is real-analytic on Wy, s, ¢,
and conjugates H to Hy = h + g+ g1 + f1, where g1 = Il¢n37Tx f and

36cE 36cE 5
Wil se, € (1= 2om) 252 ko0 4 (2)K] B

ad ad 6
36¢E . _,36¢cG
1- I——F
+ ad ) ad
where i
5= minis, 50} =
min{rs, &%, pp'} = o5
Here, we have used
H{¢7 g}])g,)n)fH’U—ﬁS—&S—é = ”{¢7 g}]7¢7n17£1”575,57§,67é
cG cG
< — =36— 146
~ ad ad (146)
since g depends on 7, € only vian' = (n1, -+, m, ), & = (&1, -+, &m,y)- It is sufficient to consider
the case 5 18¢E
—Ks/6 D\K - 2o€
c + (6) ~ ad

since otherwise the Lemma is proved. In such case, using (145) we can write

Q(EQQEKS . 227CEKS . 227EGKS)£
2332 ad 64 ad 32 ad Ks

E, = Hf1|‘111,817€1 <

E 27cEKs 27¢GKs B
_ — — 14
Ks max { ad ' ad }< 1 (147)
Let K
s
L:= .
[1210g2]
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Note that
L>1, Ks>8L, (148)

since we have assumed Ks > 12. We want to prove that Lemma D.2 can be applied L times with
parameters

v € s d
Aii_v A’L':_; Ai:_; 512 ’ :175L 149
YiTanc T ar YT ar 62 (149)
For L = 1, this follows from (147):
E ad Cl61
E, = ors < — <27 2 13—
1 ”le LSLEL = el = C(KS)2 < c

which is implied by the inequality in (147) and assumption (141). We then assume L > 2. Suppose,
by induction, that, for a certain 1 <7 < L — 1, and any 1 < j <14, we have conjugated H to

Hj=h+g+g;+/f
where gj = Z?ﬂ;é HQQ3Tka
. F 00,
EJ = Hfj”'uj,s]',sj S mln{4_J ? 2 6_j} (150)
c
where g, 39, €9 are as above, vy 1= v, 59 := S, €9 := € and v; = vj_1 — 20,_1. Then by Lemma

D.2, on the domain W, we fined a real-analytic transformation ®; = Xg,, which
conjugates H; to

G+1585+1,E541)

Hipn=h+g+giy1+ fin

where git1 = gi + Henafi = EZ:O MMen3Tk fi.. We prove that (150) is satisfied for j = @ + 1.
Using!” the assumption on the right in (145), (147), the inequality for Ks in (148) and the
definition of §; in (149), we have

_ c E c F c B E;
H{gi7¢i}||w—ﬁ¢,s¢—§i,€i—éi S [Cl_(sl(El + f)}Ez S |:C1_(SZK_S + a_&f} P < @ .

Moreover, by a similar argument as in (146) and since g is actually real-analytic in the larger
domain
Wf),s,a - Wﬁi*5i+ﬁ,si*§i+§7€i*éi+é )

we have

H{97(bi}HUi_’lA)mSi—éi;Ei_éi = H{ga(bi}”@i—ﬁi,si—gi,gi_éi < Clgi — < a ,

where

10For the proof of inequality ||{gi,qbi}”vi,@i’si,giygi,gi < 3?11 (E1 + %), compare [31, Proof of the Normal

Form Lemmal.
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Then we find!!

Eiv1 = fit1llvisrsipnen < (1= a?j) l{i?f —Ké& (?)K}El
+ )G i Hllo— 60505020
+ )9, 9}l —5,,0—50.00—20
: 2§[$4+é+<3>16+3%+5w

E; )
< <k <9680

since 4 > 1. Then we let ® := ®go---0®Py, H,:= Ho® =h+g+grs1 + fr+1, 9+ := gr+1,
f« = fr+1 and we have, by telescopic inequalities and (147),

1
41'71

M=

9+ = MengTx fllv/e,s/6.e06 = ZHHWTKM < ZE <E1
=1 =1

4 27¢E  27¢G
—F < —)E
1= ad + ad )

3
Now we prove (142). Let F € W 5., F_.1:=F, F;:=Fo®yo0---0®;,i=0, ---, L. Then

L

HFO(I)_FHT)/G,S/G,E/G = ||FL—FH17L+1-,SL+1-,€L+1 Z i-10®; — Fi Vit 1,8i41,Ei+1
1=0

L cE; ZL CE;

< ZLHF”’- v -<$HFH*

> - Viy8iy€5 v,8,&
= (1= iT) T T L1 - 25
L _

< ZCE 5L 2 chKs
=0 ad i

where we have used fg? < 1/24 that, for 0 < 2 < 1/24, log(1 — 2)~! < 5z and

XL:EEl chy L zE; _ 2¢Ey | cE G|
ad; ado — ad; ~ ad ady pot 4i-1
266E0 4 CEl 245E0KS
< < — .
- ad 3 a51 ad

i=0

The proof for F' € W, s . is similar. |

Proof of Proposition D.1 For simplicity of notations, we prove Proposition D.1 in the case
v = { = 1; the generalization to any v, ¢ being straightforward. Consider the Hamiltonian

HO(ub(Papv Q) = h(vaaq) +f1(u17</7ap7 Q) ) (ulavaaq) € W'Lgf)ss .

1 Since K > 8L and L > 2, one has (1— %)K < W
2L

with the r.h.s bounded above by (4/7)6 (it decreases

to e 12 as L — +00).
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To this Hamiltonian let us apply Lemma D.1, with ¢ = 0, so as to conjugate it to
Hy:=Hyo® = h @ w
1- 009 P +gl+f*1 ) (u17307p7Q) € v1/6,5/6,6/6

where g1, fﬁ) correspond to g, f«, hence satisfy

) B .
1F S o se.sroers < €T Oy oc
7
9111, /6,5/6,e6 < 6||f1||v1,s,a
27cy || f1I7
g1 = Men3Tr fillv, s6,5/6,e/6 < %

Then we have

N N
HM(u,,p,q) :==Ho® =Hyo® + Y fjod =h+91+f1(i)+2f;1)

Jj=2 Jj=2

where f;l) = f; o ®1. Assume, inductively, that, for some 1 <7 < N —1and any 1 < j <1i we

have conjugated H to

J J N
HD (u,p.p,q) =Hodio-0o®;=h+> g+ > f7+ Y 17
k=1 k=1

k=j+1
where ) o)
. J j—1
Qi Wyigi sseier60 — Woleit s 6i-1,c/6i-1

transforms

Jj—1 ]

H; 1 := h+ ng + f;]_l)

k=1

into

J
Hj_109®; =h+ng+ff§) :
k=1

The Hamiltonian

i
Hi(uirr,0.0,0) =h+ Y gr(un, ¢, p,q) + [, (wir1, 0.0, 0)

k=1
is real-analytic for (u;y1,9,p,q) € Wyjll/)ﬁi 5/61.c/6i and satisfies the assumptions of Lemma D.1,
. - . i+1 i+1
with V = 4. Then one can find ®;;; : W5Z+1/)6i+1,s/6i+1,5/6i+1 — W5Z+1/)6i,s/6i,a/6i such that
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Hio®; 1 =h+ Z;jll gk + fgﬂ), where

(i+1 _ it1 ;
”f*zz-i-l)”le/6”1,5/6”1,5/6”1 < e K6 ”fi(-:-)l||v¢+1/6i,s/6i,a/6i
9.i _ i1
< (g)le Ks/6 ||fi+1HUz'+1758
7.9
1gi41lloisr /60415761 /6041 < —||f1+1|‘v1+1/61 st < 5 (35)° ity
6
lgiv1 — Hens3Tr fita vis1/6i+1,s/611 g/pitt < lgi+1 _H£m3TKfi+l vip1/67F L s/60 1 g /6T
+ ||Hm3TKfi(J?1 — Hen3Tk fit1lo;r/6i+1,s /6041 /641
< lgi+1 — HSHSTKfi(jr)lva/sm,s/6i+1,a/6i+1
+ ||f1-(jr)1 = Jit1llosy1 /61,5604 e 6141
- (9)21- 27cip1 | fir1ll2, s
-8 adi+1
79 05 x 2765 1 fillo, oe
+ g(g) ZZT‘J”ﬁH Vig1,8.€

%

9 i 24Ck fk Vi sS, Ks
+ Z(_) k H ” kyS,E ||fi+1

1 8 Cldk

Vi41,8,€

with f(ZH) = sz) o®;4q for 1 <k <i+1and f, () f(Z o®; 1 for i +2 < k < N. Then we
find

N
HEHD = O 6@, = h+zgk+sz i Z FY o ®44

k=i+1

= Hz o q)iJrl + (Z flgi) + Z flgl)) o ‘I)iJrl
k=1 k=i+2
i+1 1+1

- h+ng+Zf,j+”+ Z s

k=142
and hence, after N steps,

i+1
HN) = Hod,.- o@N—h+ng+ka

satisfies the thesis of Proposition D.1. |

D.2 A slightly—perturbed integrable system

The following result is well known in the literature of close-to be integrable systems, hence its
proof is omitted. Note that it deals with an integrable system, close to another integrable one.

Theorem D.1 One can find a number ¢g such that, for any real-analytic, one—dimensional,
system
P+ Q7

)+ [(PQ)  (P.Q)eB=BX0)cC?

H(P, Q) = h(——
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and any 0 < € < €, such that

1 ¢
inf |Oh| > a , S <e, —— <1, 151
1g§| | > }Blgplfl_ = (151)

one can find a real-analytic transformation
¢s: (Pe,Q.) € B2 — (P,Q) € B?
2 2
which conjugates H to a function Hy, = H o ¢, depending only on % The assertion can be
extended to the case that h, f are functions of other canonical coordinates (P',Q’,y,x), depending

72 72 72 r 2
on them only via Y = (y, it ;Ql R ;Qm ), with 'y € ¥,, (P},Q}) € B2 . In this case,
J

J
letting (Py, Q«) — ¢+(Py, Q;Y) the transformation obtained for any fixed value of Y, there exists
a canonical, real-analytic, transformation ®, of the form

b.: (PQ)=0u(PQuYs) y=y., x=x40(Y.), Pj+iQ)=e%I(P+iQl)

P24+Q?
2

which conjugates H to a function H, = H o ®, depending only on and Y. In this case,

the functions @;, ; verify

1 e 1
1< ==,  lyl<—
|<PJ| < ap; | J| »

¢

12
ClEj

E More on the geometrical structure of the P—coordinates,
compared to Deprit’s coordinates

In this section we aim to point out differences and similarities between the P—coordinates and
the coordinates denoted as (¥, T, A, ¢, v, ) in [7, 27, 9].

We recall that the “planetary” coordinates (V,T, A, 1,7, ¢) may be derived (after a canonical
transformation) from a more general set of canonical coordinates studied by A. Deprit. In their
planetary form, the coordinates (¥,T', A, 1,7, ) have been rediscovered'? by the author during
her PhD, under the strong motivation of their application to the planetary problem [27, 9]. Let

us recall their definition'®, in the spirit of Kepler maps (Definition 2.2).
Let Cg), Sg) be as in (8) of Section 2 and define the Dep-nodes

kB3 x s i=0
ni=14 W st — g0l =1, n-1. (152)
—Np_1 P =n

Then let
Epep ={((€1,-++ &) CE*x - xE*: 0<e <1, nio1#0 Vi=1,--,n}.
On Epep, define the map

TD_elp : (@1, R ,@n) S 5D€p — Xpep (S :{Dep = TD_elp(gpep)

12The proof of their symplectic character found in [27] has been published in [7]. Another proof has been given
in [34].

L3For sake of uniformity, we use slightly different notations with respect to the ones in [7], actually closer to the
ones of the paper [12]).
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where
XDep = (\I/,F,A,l/},’}/) € R™ x Ri X Rg’_ x T x T™

where
U= (T_1,0p, V) e Ry x Ry x RT™? p = (1p_1,90,¥) € T x T x T"2
[=(ly,---,0,) €RY Y=, ) €T
A= (A1, ,A,) €RY

with

\Ij:(\lllv"'a\l/n72) 1/}:(1/}17"'51/}77.72)

are defined as follows. The coordinates A; are as in (11), while (¥,T', ¢, ) are defined as

Z:=8W . k® ¢ == ayw (kM) no) i=1
Vo= _ Yi—o =
|S‘(€Z)| as‘(;fn(ni_g,ni_l) 2<i1<n
;.= |C‘(€Z)| Vi = Qe (ni,P(i)) 1<1<n
£

Then 75, is a bijection [12, 27, 7, 34].
Definition E.1 We call Deprit’s map, or Dep map, the Kepler map
Dep : Dep = (Xpep, £) € Dpep = Xpep X T" — (y, ) € R x R3"

associated to Tpep.

Comparing P and Dep

(153)

a) Both the P and Dep—coordinates reduce the system to (3n — 2) degrees of freedom.

They share the following three coordinates (two actions and an angle)

UV 1=2=600, Yv1=C=v, ¥Y=G=xo

which are integrals of the system. As a consequence, the coordinates (Z, () and, respectively,

g:=1o , g = Ko

do not appear into the Hamiltonian. Note that Dep and P share also the fixed node ng = v.

b) The angle g for the set Dep describes the motion of the node ny in (152) and, by the
cyclic character of g, this motion is negligible. Its counterpart in the set P is the the node n; in

(10), the negligible motion of which is governed by g.

c) Compare the diagrams in (20) and (21) with the two ones associated to the Dep-map,

respectively:
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no ny . Np—2 Np—1

1) ) 1) 1)
¥ 5 s 5 s 5 o 5 osiY s =l
1 1 2
1 2 : n—1
ct) o : Y
I U I
—n1 —MNgy —MNn—1
and
Fp - Ff —» -+ = F/' — ... = F:=G}
1 A \:
Gy G} G
where

Ff=(ni_1, -.SY) Gr=(-niy -,CY) i=1,-,n.

Note that, analogously to (20), n; in (152) is the skew-product of its two previous vectors in the
tree (20).

d) While Dep is not defined for the planar problem, P is, and, in that case, the coordinates
(©,x,9, k) in (11) reduce to'*

i
. Xo ; 0 arg P — 2 i=0
i = i = R4 =
0 4 POPEHY) 4 i=1-n-1

xi= > lIcd|

j=i+1

while the (A, ¢) remain unchanged.

e) The P-map is singular when some eccentricity e; vanishes or some of the following
relations hold W . )
i i i+ i
S’ 1 POs s PO

14 Here by “planar case” we mean C(gl) | Cg.n) | k(). Note that, to be more precise, 99 and xo would not
exist in that case (since v1 = 0). However, since they are both cyclic angles, we can fix them to an arbitrary value.
The choice above corresponds to replace vy with k(1.

(0]



The former of such relations is negligible, while the other ones have no physical meaning. There-
fore, the only physically relevant singularities of P are for zero—eccentric motions.
The Dep-map is singular when some eccentricity e; vanishes or some of the following relations
hold _ _

S E®  SUTY ISP =1 -1

The configurations SS) I S(gﬂ_l) have a relevant physical meaning, since the planar case corre-
sponds to the intersection of all such configurations. A complete regularization of all the singu-
larities of the Dep-map has been obtained in [27, 9], which allowed to overcome the problem of
the rotational degeneracy (see [8] for information) of the planetary problem and to construct the
Brkhoff normal form of it. It works at expenses of one extra—degree of freedom.

f) The Euclidean lengths ||Cg) || of the planets’ angular momenta are the actions I'; among
Dep-coordinates: see (153). In terms of the P—coordinates they have more involved expressions
n (17). As mentioned in the previous item, this makes more difficult regularizing singular con-
figurations with zero eccentricity. The formula simplifies in the planar case:

. |XZ*1_XZ| Zzlvan_l
Ic) =

Xn—1 1=n

where |w| := Vw?, for a given w € C.

g) Reflections are not well described in the framework of the Dep-reduction: Compare,
e.g., [29, Section 4.4]. Instead, in the framework of the P-reduction, the transformation

(0,9) = (—=6,2kr —9) kez"!

corresponds to changing the sign of the second component of any y(? and any z(?). Therefore,
any of the points o
(6,9) = (0,kr)  kez"?

is an equilibrium point for the Hamiltonian, corresponding to a co—planar configuration. Compare
Proposition 2.2.
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